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Abstract

Creating high-quality True-False (TF)
multiple-choice questions (MCQs), with
accurate distractors, is a challenging and
time-consuming task in education. This paper
introduces True-False Distractor Generation
(TFDG), a pipeline that leverages pre-trained
language models and sentence retrieval tech-
niques to automate the generation of TF-type
MCQ distractors. Furthermore, the evaluation
of generated TF questions presents a challenge.
Traditional metrics like BLEU and ROUGE
are unsuitable for this task. To address this,
we propose a new evaluation metric called
Retrieval-based Accuracy Differential (RAD).
RAD assesses the discriminative power of
TF questions by comparing model accuracy
with and without access to reference texts. It
quantitatively evaluates how well questions
differentiate between students with varying
knowledge levels. This research benefits
educators and assessment developers, facil-
itating the efficient automatic generation of
high-quality TF-type MCQs and their reliable
evaluation.

1 Introduction
Multiple-choice questions (MCQs) are an essen-
tial part of evaluative instruments for education.
However, creating MCQs manually can be time-
consuming and laborious. The core challenge part
for MCQs’ design is to craft distractors (wrong op-
tions). As a result, researchers have been working
on automatic MCQ’s distractor generation for dif-
ferent exam settings, such as reading comprehen-
sion (Chung et al., 2020; Gao et al., 2019), Cloze
Quiz(Chiang et al., 2022; Yu et al., 2024), knowl-
edge QA(Zhou et al., 2019).

Despite significant progress in the field, the gen-
eration of distractors for True-False (TF) MCQs
has received limited attention. TF-type MCQs typ-
ically present four statement options, one correct
and three incorrect, as shown in Figure 1, requiring

Which of the following is the correct characteristic of
arteries?
(A) Arteries are thin-walled blood vessels.
(B) Arteries contain valves that prevent backflow.
(C) Arteries always carry oxygenated blood.
(D) Arteries carry blood away from the heart.

Figure 1: Example of True-False Type Multiple-choice
Question

respondents to identify the correct option. These
questions are commonly used in knowledge-based
assessments, where participants must judge the ac-
curacy of given statements.

However, there is a notable research gap in
the automatic generation of TF-type distractors.
While distractor generation has advanced in cloze
tests (Liang et al., 2018; Yeung et al., 2019; Ren
and Zhu, 2021; Chiang et al., 2022; Yu et al., 2024)
and reading comprehension (Gao et al., 2019;
Chung et al., 2020; Peng et al., 2022), the chal-
lenges of crafting true-false distractors remain un-
derexplored. To address this, we introduce TFDG,
a pipeline that integrates pre-trained language mod-
els and sentence retrieval techniques for True-False
Distractor Generation.

Furthermore, a challenge in TFDG lies in the
evaluation of its effectiveness. Traditional token-
based metrics, like BLEU or ROUGE, do not quite
encapsulate the essence of performance. These
scores predominantly gauge n-gram overlap be-
tween the generated content and a reference. How-
ever, the essence of TF generation is not just about
matching a reference but ensuring the crafted state-
ments stand accurate and contextually relevant.
While human evaluation, as utilized by (Zou et al.,
2022), might seem a plausible route, it is not de-
void of complications, such as potential subjectiv-
ity or varied review standards. As such, developing
a robust evaluation metric for TF question genera-
tion presents another challenge.
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Figure 2: Evaluating MCQ Discriminative Power Using
Model Performance Variations

To address this issue, we propose evaluating per-
formance by considering the discriminative power
of the questions, which refers to their ability to dis-
tinguish between respondents with varying levels
of knowledge. A well-constructed multiple-choice
question (MCQ) should exhibit high discrimina-
tive power, clearly differentiating between students
who are familiar with the material and those who
are not.

To facilitate this, we introduce the Retrieval-
based Accuracy Differential (RAD), a metric that
gauges the accuracy disparity of the MCQ answer-
ing model with and without access to reference
texts. By comparing the model’s accuracy across
these conditions using generated MCQs, we can
discern how effectively the model can select the
correct answer, thereby evaluating the discrimina-
tive power of the MCQs. This method highlights
our ability to quantitatively measure the quality of
MCQs, enhancing the robustness of MCQ evalua-
tion.

To further illustrate this concept, consider a vi-
sual representation shown in Figure 2 comparing
the behavior difference of MCQ answering mod-
els when faced with questions of varying discrim-
inative power. In this depiction, the difference in
model behavior, with and without access to exter-
nal reference texts, can shed light on the discrimi-
native power of the MCQs. MCQs with high dis-
criminative power should show a significant diver-
gence in the model’s behavior when external re-
sources are either accessible or withheld, signify-
ing that a well-crafted question can be resolved
based on the prior knowledge provided. Con-
versely, for MCQs with low discriminative power,
the model’s behavior is anticipated to remain con-
sistent across both scenarios, suggesting that such
questions might be too simplistic, ambiguous, or
not thoroughly aligned with the tested content.

The contributions of this paper are as follows.

• We present TFDG, a pipeline that combines
pre-trained language models and sentence
retrieval techniques for True-False Distractor
Generation.

• We present the RAD measure, the difference
in accuracy of the MCQ answering model,
measured with and without the provision of
retrieval texts, to evaluate the performance of
TFDG.

2 Related Work
In this section, we review the literature related
to this work. Existing distractor generation (DG)
methods can be broadly categorized into two main
approaches: cloze distractor generation and read-
ing comprehension (RC) distractor generation.

In the cloze DG task, the problem is approached
as a word filling challenge. Typically, the first step
involves extracting distractor candidates from the
context or a knowledge base, followed by ranking
the extracted distractors to produce the final result.
Existing models in this field primarily rely on simi-
larity heuristics (Guo et al., 2016; Ren and Q. Zhu,
2021) or supervised learning (Liang et al., 2018;
Yeung et al., 2019; Ren and Zhu, 2021; Chiang
et al., 2022).

On the other hand, the RC-type DG focuses
on generating sentence-level distractors for read-
ing comprehension level testing, such as summa-
rizing an article or understanding author’s opinion
(Gao et al., 2019; Zhou et al., 2019; Chung et al.,
2020; Peng et al., 2022). For sentence-level distrac-
tor generation, neural models are commonly em-
ployed.

Delving into the available literature, the study by
(Zou et al., 2022) emerges as closely aligned with
our research aims. The authors introduce an un-
supervised True/False Question Generation tech-
nique (TF-QG). Nevertheless, their methodology
is tailored toward reading comprehension assess-
ments intended for English learners. This devi-
ates from our goal of crafting TF questions for
knowledge-centric quizzes. As a result, there is
a need to develop a new method for generating
TF questions that is more aligned with our goal.
Furthermore, in (Zou et al., 2022), performance
evaluation was conducted through human evalua-
tion. However, assessing the quality of a ques-
tion through human evaluation can lead to issues
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Distractor Level Model Type Question Type
Word/phrase Sentence Extractive Generative

(Gao et al., 2019) Y Y Y R.C.
(Araki et al., 2016) Y Y Cloze
(Guo et al., 2016) Y Y Cloze
(Kumar et al., 2015) Y Y Y Cloze
(Liang et al., 2017) Y Y Cloze
(Liang et al., 2018) Y Y Y R.C.
(Chung et al., 2020) Y Y R.C.
(Ren and Q. Zhu, 2021) Y Y Cloze
(Peng et al., 2022) Y Y R.C.
(Chiang et al., 2022) Y Y Cloze
(Zou et al., 2022) Y Y Y True-False MCQ
this work Y Y True-False MCQ

Table 1: An Overview of the Existing Distractor Generation Methods

such as inconsistent reviewing criteria or unfair
judgment. In our paper, we propose the RAD
(Retrieval-based Accuracy Differential) metric as
an alternative approach for performance evaluation.
For clarity of comparison, we summarize the exist-
ing DG studies in Table 1.

3 Methodology
Our framework begins with a user-provided key-
word, related to a specific topic of interest. As
shown in Figure 3, our framework works as fol-
lows.

1. Sentence Retrieval: From a datastore of
learning material, sentences are selected
based on their similarity to a given set of key-
words.

2. Keyword-based Sentence Modification:
Using the selected sentences, keywords are
chosen and replaced using masked language
modeling to generate modified versions of
the original sentences.

3. Sentence Elongation with Autoregressive
Models: Shorter sentences are elongated us-
ing autoregressive models to provide continu-
ation for the masked language models during
keyword replacement.

4. Fact Verification: Modified sentences are
passed through a fact verification model to en-
sure they result in factual inaccuracies, so they
can be used as distractors in the questions.

5. Ranking Using an NLI Premise Model:
Generated sentences are ranked using an NLI
premise model, which poses each sentence as

a premise and constructs a hypothesis from a
target topic. The ranking is based on the prob-
ability of their entailment with the hypothesis.

3.1 Support Sentence Retrieval
We assume a data store consisting of learning ma-
terial (e.g. the content from a textbook) is avail-
able. The first step is to select sentences from the
data store and use the sentences as the basis for TF
statement generation in the following stage. Specif-
ically, this stage works as follows.

• D = {S1, S2, ..., SN}: The datastore consist-
ing of N sentences, where Si represents the
ith sentence.

• K: The given keyword set for sentence re-
trieval.

• V (S): A function that converts a sentence S
into a vector in a vector space.

• V (K): The vector representation of the key-
word set K.

• similarity(A,B): The similarity function be-
tween vectors A and B.

The similarity score between the keywordK and
a sentence Si in the datastore can be calculated as:

Score(Si,K) = similarity(V (Si), V (K))

To retrieve the top-M sentences from the data-
store based on their similarity to the keyword, we
calculate the similarity scores for all sentences and
select the M sentences with the highest scores:
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User-provided Keyword

Example Input Keyword: arteries

Sentence Retrieval
Datastore D = {S1, ..., SN}
Keyword set K
Similarity similarity(V (Si), V (K))
Top-M sentences
argmaxMSi∈DScore(Si,K)

Keyword-based Sentence Modification

Sentence Elongation with Autoregressive Models

Kextract(S) extracts {wr1, ...wrk}
For each wri:
S′ = S − wri

S′′ = Elongate(S′)
w′
ri = MLM(S′′)

Smod = S′′ + w′
ri

Fact Verification

Ranking Using an NLI Premise Model

DistractorMCQ

Example Output:
Which of the following is the correct characteristic of
arteries?
(A) They are thin-walled blood vessels.
(B) They contain valves that prevent backflow.
(C) They always carry oxygenated blood.
(D) They carry blood away from the heart.

argsortSi∈Top-M Sentencesperplexity(Si)

Smod = S ′′ + w′
ri

Figure 3: TFDG Process Flow

Top-M Sentences = argmaxMSi∈DScore(Si,K)

This results in a set of sentences from the datas-
tore that are most similar to the given keywords.

Once we have retrieved the top-M sentences,
we can further rank them based on their perplex-
ity. Lower perplexity indicates a higher probabil-
ity and, hence, a better quality or more ”expected”
sentence. The ranking can be defined as:

Ranked Sentences = argsortSi∈Top-M Sentencesperplexity(Si)

Here, argsort returns the indices that would sort
an array, and in this case, it returns the sentences
sorted by their perplexity in ascending order. A
simplified example of this process is provided in
Table 5 in the Appendix.

3.2 Keyword Extraction, Sentence
Elongation, and Statement Modification

Once the sentences are retrieved, the subsequent
phase in our TFDG pipeline encompasses the ex-
traction of pivotal keywords from these sentences.
These extracted keywords are foundational in al-
tering the original sentences to formulate diverse
True-False statement options.

• Kextract(S): A function to extract the top-k
keywords from a sentence S. This results in
a ranked list of keywords {wr1, wr2, ...wrk}.
In the implementation of this study, we use
KeyBERT model (Giarelis et al., 2021) for the
keyword extraction purposes.

• S′: The sentence after masking a selected key-
word.

• S′′: The elongated version of S′ produced
using an autoregressive language model. In
this study, we use GPT3 (Floridi and Chiri-
atti, 2020) for sentence elongation.

• w′
ri: The word suggested by the MLM

(Masked Language Modeling) to replace the
masked keyword wri in S′′. In this study, we
also use GPT3 (Floridi and Chiriatti, 2020)
for MLM token generation.

For every keyword wri extracted from a given
sentence:

1. Mask the keyword wri in the sentence, pro-
ducing S′.

2. Prior to employing the MLM, utilize an au-
toregressive model to elongateS′, resulting in
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S′′. This step is driven by the observation that
shorter sentences often lack detailed context,
making it challenging for MLMs to produce
specific or apt predictions.

3. With S′′ as input, invoke a Masked Language
Model to suggest a replacement w′

ri for the
masked keyword.

4. Integrate w′
ri back into the original sentence

to generate a plausible false statement.

By utilizing a keyword extraction process, com-
bined with sentence elongation, the method en-
sures that significant terms are recognized and
appropriately manipulated. The elongated con-
text provided by the autoregressive model facili-
tates the MLM in making more contextually rel-
evant replacements. This process is illustrated in
Table 6, which presents a simplified example of
keyword-based sentence modification. Table 7 fur-
ther demonstrates the application of sentence elon-
gation with autoregressive models.

This methodology offers a systematic avenue to
morph sentences retrieved from data stores into po-
tential True-False question candidates. Ensuing
stages in the pipeline will delve into framing these
as cohesive questions and affirming their educa-
tional relevance, as shown in Table 8, which pro-
vides a simplified example of statement modifica-
tion.

3.3 Fact Verification for Statement Validation
After generating modified sentences, it is vital to
ascertain that these sentences are indeed false or
incorrect. This step is crucial when creating single-
choice questions, as having multiple correct an-
swers can introduce ambiguity and confuse the test-
takers. To tackle this challenge, we employ a fact
verification model.

• Smod: The modified sentence post keyword re-
placement.

• FV (S): A fact verification function that out-
puts ‘True’ if statement S is factually accu-
rate, and ‘False’ otherwise. In this study, we
use Chatgpt for this purpose.

The verification process can be outlined as:

1. Input the modified sentence Smod into the fact
verification function FV .

2. If FV (Smod) returns ‘True’, this suggests that
the modification did not alter the factual cor-
rectness of the sentence. In such cases, ad-
ditional modifications or alternative strategies
should be considered.

3. If FV (Smod) returns ‘False’, it confirms that
the modified sentence is factually incorrect
and can be utilized as a distractor in TF MCQ
questions.

By integrating the fact verification model, we
ensure that the modified statements are genuinely
incorrect, thereby preserving the integrity and re-
liability of the single-choice questions. A simpli-
fied example of the fact verification process is il-
lustrated in Table 9.

3.4 Ranking Using an NLI Premise Model
Once the sentences have been generated and ver-
ified for factual inaccuracy, we proceed to rank
them based on their relevance and quality with
the help of a Natural Language Inference (NLI)
premise model. The idea is to understand the intrin-
sic meaning and intent behind each sentence and
compare it to a target topic or concept.

• Sgen: A sentence generated in the prior stage.

• K: Target topic keywords, e.g., ”arteries”.

• H(S,K): A function that constructs a hy-
pothesis based on sentence Sgen and topic K.
For instance, given Sgen and K = ”arteries”,
the hypothesis might be ”The sentence Sgen is
about arteries”.

• Pentailment(S,H): The probability that sen-
tence Sgen entails the hypothesis H .

The ranking process involves:

1. For each generated sentence Sgen, construct
a hypothesis H(Sgen,K) based on the target
topic K.

2. Input Sgen and H(Sgen,K) into the NLI
model to get the entailment probability
Pentailment(Sgen,H).

3. Rank the sentences based on the obtained en-
tailment probabilities. A higher probability
indicates that the sentence is more relevant
and of better quality concerning the indicated
topic.
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Question Set Accuracy RADWithout Reference With Reference
Basic TCE Questions 0.52 0.60 +0.08

Advanced TCE Questions 0.42 0.37 -0.05
English crackSAT.net Questions 0.59 0.62 +0.03

Table 2: Validity Verification of the RAD Metric

By leveraging the NLI premise model, we can
filter out sentences that do not align closely with
the desired topic, ensuring that only the most perti-
nent and high-quality sentences are selected. In the
implementation, we use mDeBERTa-v3-base (Yin
et al., 2019) as the NLI model. A simplified exam-
ple of this ranking process using the NLI premise
model is shown in Table 10.

4 Evaluation

4.1 RAD Validation
4.1.1 RAD Implementation
As previously discussed, we introduced the RAD
metric as a means to gauge the effectiveness of
our framework. A well-crafted MCQ should effec-
tively distinguish between students familiar with
the material and those who are not, embodying
high discriminative power. To validate this, ev-
ery generated MCQ underwent two separate evalu-
ations. In the first evaluation, ChatGPT was solely
presented with the MCQ to determine an answer.
In the subsequent evaluation, additional relevant
text was integrated into the MCQ, procured using
a retrieval method. This direct comparison—high-
lighted by the difference in the model’s accuracy—
serves as a metric for assessing an MCQ’s discrim-
inative power. A greater difference indicates en-
hanced discriminative capability. To retrieve text
associated with each MCQ, the KeyBert model
was employed to extract three key terms from ev-
ery MCQ option. Using these 12 keywords, 12 rel-
evant sentences were retrieved with Pyserini (Lin
et al., 2021) from our testing corpus. These sen-
tences were then concatenated and incorporated
into the prompts for MCQ answering.

4.1.2 RAD Validation Result
To validate the efficacy of the RAD metric, we
applied it to real examination questions to deter-
mine whether a significant RAD value could be ob-
served in questions created by human teachers. For
this purpose, we selected true/false type multiple-
choice questions from two question banks for Biol-
ogy:

• the Taiwan College Entrance (TCE) Exami-
nation question bank, available at https://
testbank.hle.com.tw/

• SAT Biology questions from CrackSAT.net,
accessible at https://www.cracksat.
net/

The TCE biology question bank is divided into
two categories: basic questions and advanced ques-
tions. It contains 50 basic questions, 100 advanced
questions from the TCE exam, and 47 questions
from CrackSAT.net. These questions, curated by
the examination center, were designed by expert
educators to assess students’ knowledge and un-
derstanding of the subject matter. The rigorous
scrutiny they have undergone ensures their qual-
ity, making them suitable candidates for validating
RAD. We present the results of this experiment in
Table 2.

For the basic TCE questions, the model ini-
tially showed an accuracy of 0.52. However, af-
ter the inclusion of reference material, this accu-
racy increased to 0.60. This improvement, indi-
cated by a RAD value of +0.08, was observed
in the human-designed multiple-choice questions
(MCQs). Similar results were noted in the English
questions from CrackSAT.net, where accuracy im-
proved from 0.59 to 0.62. An interesting observa-
tion was that the model struggled with the com-
plexities of the advanced TCE questions, achieving
an accuracy of only 0.42. Intriguingly, the intro-
duction of reference materials appeared to have a
negative impact, with accuracy decreasing to 0.37.
We hypothesize that the reason for this could be
that more difficult questions often require logical
reasoning beyond mere rote memorization. The
presence of additional reference information might
have introduced distractions and noise, impeding
the model’s ability to answer correctly.

4.2 Results on the Discriminative Power of
TFDG as Indicated by the RAD Metric

4.2.1 Corpus and Keywords for TFDG
Our evaluation of the TFDG framework’s perfor-
mance leveraged the RAD metric. The experi-
ment utilized two authoritative sources for sen-
tence retrieval and subsequently applied the RAD
metric to evaluate the outcomes: the special-
ized Biology textbook for the Taiwan College En-
trance (TCE) Examination (https://www.hle.
com.tw/book_detail/?code=HBI1-1) and AP

https://testbank.hle.com.tw/
https://testbank.hle.com.tw/
https://www.cracksat.net/
https://www.cracksat.net/
https://www.hle.com.tw/book_detail/?code=HBI1-1
https://www.hle.com.tw/book_detail/?code=HBI1-1


204

Data Sets Accuracy RADWithout Reference With Reference
TCE Biology 0.50 0.68 +0.18
SAT Biology 0.36 0.47 +0.11

Table 3: TFDG’s RAD Result

courses from OpenStax (ISBN-13: 978-1-947172-
41-8) and Barron’s for SAT Biology (eISBN:
978-1-4380-6812-1). The keywords for inputting
TFDG were extracted from basic TCE questions
and English crackSAT.net questions.

• TCE Biology Dataset: An increase in RAD
value of +0.18, from an accuracy of 0.50
without reference material to 0.68 with it, in-
dicates that the TFDG framework has a dis-
criminative capacity when enriched with con-
textual content from the Taiwan College En-
trance examination’s Biology textbook. This
suggests that the framework is highly ef-
fective in differentiating between students’
knowledge states.

• SAT Biology Dataset: For the SAT Biology
dataset, an increase in accuracy from 0.36
to 0.47 and a corresponding RAD value of
+0.11 also reflect the TFDG’s discriminative
effectiveness, albeit to a lesser extent com-
pared to the TCE dataset. The rise in the RAD
value here demonstrates that the TFDG frame-
work can ensure the discriminative power of
the generated MCQs.

The experimental results, as presented in Table
3, showcase the TFDG framework’s ability to dis-
cern the depth of a student’s understanding. The
RAD metric’s role in this experiment was pivotal,
offering a quantifiable measure of the improvement
in the MCQs’ ability to discriminate based on the
availability of reference information. Through this,
the TFDG framework’s potential in creating nu-
anced and educationally valuable MCQs that can
effectively test a student’s grasp of the subject mat-
ter is confirmed.

4.3 Ablation Study
To dissect the inner workings of the TFDG frame-
work, we embarked on an ablation study, assessing
the impact of individual components on the per-
formance across two different datasets: TCE Biol-
ogy and SAT Biology. The TFDG framework was
evaluated in its full form and in two variant con-
ditions where specific components were omitted:

Dataset Condition Accuracy RADWithout Reference With Reference

TCE
Full 0.50 0.68 +0.18

w/o FV 0.38 0.58 +0.20
w/o Elongation 0.35 0.73 +0.38

SAT
Full 0.36 0.47 +0.11

w/o FV 0.28 0.40 +0.12
w/o Elongation 0.27 0.49 +0.22

Table 4: Ablation Evaluation of TCE and SAT Biology
Datasets

Fact Validation (FV) and Elongation. Specifically,
the experimental setup included three variants of
the TFDG pipeline: (1) [Full]: The full TFDG
framework, (2) [w/o FV]: TFDG without Fact Val-
idation, and (3) [w/o Elongation]: TFDG without
Elongation.

The results, summarized in Table 4, reveal in-
sights into our design.

• Impact of Fact Validation (FV): Without
FV, accuracy decreases in the ’without ref-
erence’ condition due to multiple correct an-
swer options generated by TFDG, causing
confusion. However, adding references sig-
nificantly improves accuracy, suggesting ref-
erences help resolve uncertainties caused by
the absence of FV.

• Elongation’s Role in Clarity: The ’w/o Elon-
gation’ condition demonstrates lower accu-
racy without references, emphasizing Elonga-
tion’s importance in generating clear options.
With references, accuracy improves, indicat-
ing references help address ambiguities aris-
ing from the lack of Elongation.

• Efficacy of the Full TFDG Framework:
The Full TFDG condition, including FV and
Elongation, starts with higher baseline accu-
racy without references, indicating clear ques-
tions with a single correct non-factual state-
ment. Adding references doesn’t substan-
tially improve accuracy, suggesting FV and
Elongation enhance the quality of generated
MCQs by introducing ’confusable’ options.

5 Conclusion
In this paper, we address two main issues: how to
automatically create incorrect True-False options
and how to assess the quality of these generated
options. Specifically, we propose a pipeline that
generates True-False incorrect options based on
user-provided keywords. Additionally, we intro-
duce the RAD metric to evaluate the generated re-
sults. Preliminary experiments demonstrate that
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our pipeline effectively generates medium-level
questions, as evidenced by the RAD metric com-
parison. However, our current architecture strug-
gles to generate more challenging questions that
require reasoning and logical judgment. Therefore,
our current achievements are primarily applicable
to modifying literal distractors. Furthermore, we
also need to refine the RAD metric to account for
cases where the initial model’s answer accuracy is
low due to multiple correct options in the generated
results.

6 Limitations
The advantage of this architecture is its ability to
automatically generate multiple-choice questions
for any preprocessed text. It can be applied to var-
ious competency tests or assist teachers in gener-
ating multiple-choice questions related to specific
domains in the field of education.

But our architecture only focuses on process-
ing and replacing the text content within the arti-
cles, which imposes limitations on its applications.
If the text requires reasoning and logical think-
ing, the performance of TFDG framework may not
meet expectations, such as in the case of math-
ematics or philosophy-related content. Addition-
ally, this architecture is unable to generate more
diverse multiple-choice questions and can only pro-
vide True/False type questions.

In the field of education, the principle of teach-
ing according to the student’s ability is highly sig-
nificant. While our framework might be capable
of generating questions based on topics that stu-
dents are less proficient in, it lacks the capability
to adjust the difficulty level according to individ-
ual students’ proficiency. This presents a potential
direction for future research.
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Support Sentence Retrieval (TCE Example)
Input: 生態系 (En: ecosystem)
Retrieved Results:

• 1986 年，科學家提出「生物多樣性」一詞，早期此名詞使用於生態研究時
清查該地區的所有生物種類，並以「物種數」表示。(En: In 1986, scientists
proposed the term ‘biodiversity.’ In early ecological research, this term was used
to inventory all biological species in a given area, represented by the ‘number of
species.’)

• 外來入侵種易對各類原生物種產生危害，對當地物種多樣性造成衝擊。(En:
Invasive alien species easily harm various native species and impact local biodiversity.)

• 河流下游多為沙洲泥地，水生植物是水中消費者的養分來源。(En: The down-
stream river areas are often sandbars and mudflats, where aquatic plants serve as a
nutrient source for aquatic consumers.)

• 遠洋區位於近海區之外，水深超過 200 公尺，平均可達 4000 公尺。(En: The
pelagic zone is located beyond the coastal zone, with depths exceeding 200 meters and
an average depth reaching 4000 meters.)

Support Sentence Retrieval (SAT Example)
Input: PLANT FORM AND PHYSIOLOGY
Retrieved Results:

• Mammals use uric acid crystals as an antioxidant in their cells.

• An organ system is a higher level of organization that consists of functionally related
organs.

• Mammalian sex determination is determined genetically by the presence of X and Y
chromosomes.

• The periderm substitutes for the epidermis in mature woody-stemmed plants .

Table 5: Simplified Example for Support Sentence Retrieval. Note that as introduced in Sec. 3.1, we will retrieve
the Top-M sentences. In the example shown above, the sentences highlighted in bold will be used in the following
Table to complete the entire pipeline and form the distractor options, while the remaining sentences will be used as
general options in the final step (Table 10).
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Keyword-based Sentence Modification (TCE Example)
Input: 1986年，科學家提出「生物多樣性」一詞，早期此名詞使用於生態研究時清
查該地區的所有生物種類，並以「物種數」表示。(En: In 1986, scientists proposed
the term ‘biodiversity.’ In early ecological research, this term was used to inventory all
biological species in a given area, represented by the ‘number of species.’)

Output: “生物多樣性 (En: biodiversity)”, “生態研究 (En: ecological research)”, “物種數
(En: number of species)”

Post-processing:

• 1986年，科學家提出「[MASK]」一詞... (En: In 1986, scientists proposed the term
‘[MASK].’...)

• ...早期此名詞使用於 [MASK]時清查該地區的所有生物種類... (En: ... In early
[MASK], this... )

• ...並以「[MASK]」表示。(En: ... area, represented by the ‘[MASK].’)

Keyword-based Sentence Modification (SAT Example)
Input: The periderm substitutes for the epidermis in mature woody-stemmed plants.

Output: ”periderm”, ”epidermis”, ”mature woody-stemmed plants”

Post-processing:

• The [MASK] substitutes for the epidermis in mature woody-stemmed plants.

• The periderm substitutes for the [MASK] in mature woody-stemmed plants.

• The periderm substitutes for the epidermis in [MASK].

Table 6: Simplified Example for Keyword-based Sentence Modification
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Sentence Elongation with Autoregressive Models (TCE Example)
Input: 1986年，科學家提出「生物多樣性」一詞，早期此名詞使用於生態研究時清
查該地區的所有生物種類，並以「物種數」表示。(En: In 1986, scientists proposed
the term ‘biodiversity.’ In early ecological research, this term was used to inventory all
biological species in a given area, represented by the ‘number of species.’)

Output: 2000 年左右，隨著人類活動的減少，生物多樣性之數量逐漸消退，生物
多樣性之數量隨之萎縮。生物多樣性中心於 2001 年對人類活動頻繁的地區進行
數位化調查。(En: Around the year 2000, as human activities decreased, the quantity of
biodiversity gradually declined, and the number of species shrank. In 2001, the Biodiversity
Center conducted a digital survey in areas with frequent human activity.)
Sentence Elongation with Autoregressive Models (SAT Example)
Input: The periderm substitutes for the epidermis in mature woody-stemmed plants.

Output: However, unlike the epidermis, the periderm is less effective in protecting against
water loss and disease. It consists mainly of cork cells, which can sometimes become too
thick and rigid, impairing gas exchange and making the plant more vulnerable to environ-
mental stress.

Table 7: Simplified Example for Sentence Elongation with Autoregressive Models
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Statement Modification (TCE Example)
Input: 1986 年... 早期此名詞使用於 [MASK] 時清查該地區的所有生物種類... 並以
「物種數」表示。2000年左右...數位化調查。 (En: In 1986... In early [MASK], this...

by the ‘number of species.’ Around the year 2000,... with frequent human activity.)

Output: “生物學 (En: Biology)”, “生態系統 (En: Ecosystem)”, “環境保護 (En: Envi-
ronmental Protection)”, “生態平衡 (En: Ecological Balance)”, “自然資源 (En: Natural
Resources)”, “生態群落 (En: Ecological Community)”, “動物學 (En: Zoology)”, “生物演
化 (En: Biological Evolution)”, “生物地理學 (En: Biogeography)”, “生態保育 (En: Eco-
logical Conservation)”

Post-processing:

• ... 早期此名詞使用於生物學時清查該地區的所有生物種類... (En: ... In early
biology, this... )

• ...早期此名詞使用於生態系統時清查該地區的所有生物種類... (En: ... In early
ecosystem, this... )

:

• ...早期此名詞使用於生態保育時清查該地區的所有生物種類... (En: ... In early
ecological conservation, this... )

Statement Modification (SAT Example)
Input: The periderm substitutes for the epidermis in [MASK]. However, unlike the epider-
mis, the periderm......to environmental stress.

Output: ”ferns”, ”grasses”, ”herbs”, ”aquatic plants ”, ”mosses”, ”cacti”, ”lichens”, ”annu-
als”, ”algae”, ”succulents”

Post-processing:

• The periderm substitutes for the epidermis in ferns.

• The periderm substitutes for the epidermis in grasses.

:

• The periderm substitutes for the epidermis in succulents.

Table 8: Simplified Example for Statement Modification. Note that in the Keyword-based Sentence Modification
step (Table 6), there are multiple results, and we only use one as a demonstration, placed in the first half of the input
in the example above. In reality, each result goes through this step. The bold text in the second half corresponds to
the output from Table 7, which will be directly appended to enhance the effect of statement modification.
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Fact Verification (TCE Example)
Input: ...早期此名詞使用於生物學時清查該地區的所有生物種類... (En: ... In early
biology, this... )
Output: True

Input: ...早期此名詞使用於生態系統時清查該地區的所有生物種類... (En: ... In early
ecosystem, this... )
Output: True

Input: ...早期此名詞使用於環境保護時清查該地區的所有生物種類... (En: ... In early
environmental protection, this... )
Output: False

Input: 1986年，科學家提出「物種多樣性」一詞... (En: In 1986, scientists proposed the
term ‘species diversity.’...)
Output: True

Input: 1986年，科學家提出「物種分類學」一詞... (En: In 1986, scientists proposed the
term ‘species taxonomy.’...)
Output: False

:
:

Fact Verification (SAT Example)
Input: The periderm substitutes for the epidermis in cacti
Output: False

Input: The periderm substitutes for the epidermis in succulents
Output: False

Input: The periderm substitutes for the bark in mature woody-stemmed plants.
Output: False

Input: The periderm substitutes for the pith in mature woody-stemmed plants.
Output: False

Input: The periderm substitutes for the epidermis in ferns
Output: False

:
:

Table 9: Simplified Example for Fact Verification
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Ranking Using an NLI Premise Model (TCE Example)
Input: ...早期此名詞使用於環境保護時清查該地區的所有生物種類... (En: ... In early
environmental protection, this... )
Score: 0.806

Input: ...早期此名詞使用於生態群落時清查該地區的所有生物種類... (En: ... In early
ecological community, this... )
Score: 0.457

Input: 1986年，科學家提出「物種分類學」一詞... (En: In 1986, scientists proposed the
term ‘species taxonomy.’...)
Score: 0.823 (highest)

Post-processing (Generating MCQ):
Which of the following statements is wrong?
(A) 1986年，科學家提出「物種分類學」一詞... (En: In 1986, scientists proposed the
term ‘species taxonomy.’...)
(B)外來入侵種易對各類原生物種產生危害... (En: Invasive alien species easily... )
(C)河流下游多為沙洲泥地... (En: The downstream river areas are... )
(D)遠洋區位於近海區之外... (En: The pelagic zone is located... )

Ans: (A)
The correct statement should be: 1986年，科學家提出「生物多樣性」一詞... (En: In
1986, scientists proposed the term ‘biodiversity.’...)
Ranking Using an NLI Premise Model (SAT Example)
Input: The periderm substitutes for the sclerenchyma in mature woody-stemmed plants.
Score: 0.796 (highest)

Input: The periderm substitutes for the bark in mature woody-stemmed plants.
Score: 0.221

Input: The periderm substitutes for the sclerenchyma in herbs.
Score: 0.521

Post-processing (Generating MCQ):
Which of the following statements is wrong?
(A) Mammals use uric acid crystals as an antioxidant in their cells.
(B) An organ system is a higher level of organization that consists of functionally related
organs.
(C) Mammalian sex determination is determined genetically by the presence of X and Y
chromosomes.
(D) The periderm substitutes for the sclerenchyma in mature woody-stemmed plants.

Ans: (D)
The correct statement should be: The periderm substitutes for the epidermis in mature
woody-stemmed plants.

Table 10: Simplified Example for Ranking Using an NLI Premise Model. Note that in the example shown above,
the options other than the distractors (such as options (B), (C), and (D) in the TCE Example, and options (A), (B),
and (C) in the SAT Example) are sentences retrieved in the Support Sentence Retrieval step (Table 5).


