
Proceedings of the 17th International Natural Language Generation Conference, pages 243–253
September 23–27, 2024. ©2024 Association for Computational Linguistics

243

Exploring the impact of data representation
on neural data-to-text generation

David M. Howcroft and Lewis Watson and Olesia Nedopas and Dimitra Gkatzia
School of Computing, Engineering, and the Built Environment

Edinburgh Napier University
Edinburgh, Scotland, United Kingdom

{d.howcroft,l.watson,o.nedopas,d.gkatzia}@napier.ac.uk

Abstract

A relatively under-explored area in research on
neural natural language generation is the im-
pact of the data representation on text quality.
Here we report experiments on two leading in-
put representations for data-to-text generation:
attribute-value pairs and Resource Description
Framework (RDF) triples. Evaluating the per-
formance of encoder-decoder seq2seq models
as well as recent large language models (LLMs)
with both automated metrics and human evalu-
ation, we find that the input representation does
not seem to have a large impact on the perfor-
mance of either purpose-built seq2seq models
or LLMs. Finally, we present an error analysis
of the texts generated by the LLMs and provide
some insights into where these models fail.

1 Introduction

In the field of Natural Language Generation (NLG),
the quality of generated text is crucial, influenc-
ing the usability and effectiveness of applications
ranging from automated reporting to conversational
agents. The focus of the field has predominantly
been on developing more sophisticated models and
algorithms creating a gap in understanding the im-
pact of input data representations. Over the years,
various input representations for end-to-end NLG
have been utilised. These representations have of-
ten been chosen based on convenience, such as pre-
existing formats of input data or prevailing trends.
However, to our knowledge, no previous research
has systematically investigated whether the choice
of input representation affects the overall quality
of the generated text. By addressing this gap, our
study aims to evaluate how different input repre-
sentations impact the fluency and semantic fidelity
of generated texts. This investigation not only con-
tributes to theoretical advancements but also offers
practical insights into improving NLG systems.

NLG systems utilise various input representa-
tions to convert structured data into text. These

E2E

name == Blue Spice <PAIR_SEP> eat type
== coffee shop <PAIR_SEP> area == city
centre
Blue Spice is a coffee shop located in the city
centre.

WebNLG

<SUBJECT> Above the Veil <PREDICATE>
number of pages <OBJECT> 248
<TRIPLE_SEP> <SUBJECT> Above the Veil
<PREDICATE> author <OBJECT> Garth
Nix <TRIPLE_SEP> <SUBJECT> Above the
Veil <PREDICATE> media type <OBJECT>
Hardcover
“Above the Veil” by Garth Nix is a 248-page
hardcover book.

Figure 1: Two linearistations of E2E and WebNLG
inputs. E2E’s input format consists of attribute-value
pairs. WebNLG’s inputs are semantic triples, composed
of subject, predicate and object.

representations include attribute-value pairs, as in
the End-to-End Generation Challenge (Dušek et al.,
2020, E2E), where each pair provides specific de-
tails about an entity, such as a restaurant’s name,
type, cuisine, price range, customer rating, and
location. Another popular format is Resource De-
scription Framework (RDF) triples, exemplified
by the WebNLG dataset (Gardent et al., 2017),
where each input consists of a subject-predicate-
object structure, enabling the system to generate
text based on relationships between entities, such
as ‘Edinburgh is the capital of Scotland’.

In this paper, we explore the impact of input rep-
resentations in data-to-text generation, i.e. in tasks
where the input of an NLG system is structured
data and the output is coherent and contextually rel-
evant natural language texts. We explore the classic
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seq2seq NLG architecture (exemplified by (Dušek
and Jurčíček, 2016)) and Large Language Models
(LLMs; in particular, GPT (OpenAI et al., 2024)
and Llama (Touvron et al., 2023)) with two pop-
ular tasks and their corresponding input formats,
namely E2E and WebNLG. In order to represent
these input formats as sequences for neural network
models, we linearise them as shown in Figure 1.

This paper examines the following research ques-
tion: ‘Do input representations matter in data-to-
text systems?’. Our contributions are: (1) we
present a comparison of two leading representa-
tions for data-to-text research for neural seq2seq
models and LLMs; and (2) we provide the code for
reproducing these experiments with other lineari-
sations of comparable meaning representations at
https://github.com/NapierNLP/inlg2024.

Our careful human evaluations across two
datasets find no statistically significant evidence
that attribute-value representations or RDF repre-
sentations are superior across the board. Compar-
ing trends within a single system, our results sug-
gest that there may be a slight benefit of using
RDFs for accuracy for Llama 3 or for seq2seq mod-
els, with a slight penalty to fluency, though further
research is necessary given the small differences
in performance on these datasets. A qualitative
error analysis confirms that GPT-4o and Llama 3
produce very few semantic errors in these domains,
though Llama 3 does sometimes omit content from
more complicated RDF inputs and both can pro-
duce occasionally stilted language.

2 Datasets

We adopt the enriched versions of the WebNLG and
E2E datasets, since they have both been prepared
similarly from existing datasets. For our work, we
limit ourselves to using the raw inputs and outputs
and corresponding delexicalisations.

For the Enriched WebNLG dataset, Castro Fer-
reira et al. (2018) adapt the WebNLG corpus to
include annotations for content ordering, sentence
segmentation, surface realisation, and referring ex-
pression generation (REG). Delexicalisation was
performed manually, labelling the subjects for RDF
predicates as AGENTs and the objects as PA-
TIENTs, with numeral suffixes to indicate which
predicate the entities are associated with. Entities
which appear in both subject and object roles for
different predicates in the same input are delexi-
calised with the label BRIDGE.

For the Enriched E2E dataset, Castro Ferreira
et al. (2021) adapt the E2E Challenge corpus
(Novikova et al., 2017) to include annotations for
content ordering, sentence segmentation, lexical-
isation, REG, and surface realisation. Where the
Enriched WebNLG dataset treated lexicalisation
and surface realisation in a single step, with REG
as a post-process, the Enriched E2E dataset handles
lexicalisation and surface realisation separately.

Linearisation We process the raw XML files
provided for the two datasets to create the linearisa-
tion for each input. For WebNLG, we extract each
RDF triple and render its component subject, predi-
cate, and object in sequence, preceded by a label in
angled brackets. Between each triple, we insert a
<TRIPLE_SEP> label as a separator. For E2E, each
attribute-value pair is linearised as attribute ==
value, with the label <PAIR_SEP> separating each
pair from the next. All underscores were replaced
by space characters and any camelCase text was
rendered instead as sequences of space-separated
words (i.e. camel case). For example, the origi-
nal XML representations for the inputs shown in
Figure 1 are shown in Figure 2.

3 Models

We explore a classic approach to neural data-to-text
generation as well as zero-shot LLM prompting for
this work.

Seq2Seq+Attn TGen (Dušek and Jurčíček,
2016) is the seq2seq model with attention which
was used as a baseline for the End-to-End Chal-
lenge (Dušek et al., 2020) and remains a com-
petitive baseline for data-to-text tasks. We adapt
the reimplementation from Howcroft and Gkatzia
(2023), which uses PyTorch instead of Tensorflow
and uses more up-to-date dependencies, to work
with our task where the inputs do not have to be
in the exact format expected by TGen. This model
omits the semantic error reranker from TGen.

Open and Closed LLMs For LLMs we ex-
plored two recently released models, one open
(Llama 3) and one proprietary (GPT-4o).1 The
open model is our priority, as model availability is
essential to reproducibility and inspectability, but
GPT-4o is included as it represents the latest ad-
vancements in proprietary language models. The

1There are no technical reports for either model yet; how-
ever, the Model Card for Llama 3 is available: AI@Meta
(2024).

https://github.com/NapierNLP/inlg2024
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E2E

<input attribute="name" tag="__NAME__" value="Blue Spice"/>
<input attribute="eatType" tag="__EATTYPE__" value="coffee shop"/>
<input attribute="priceRange" tag="__PRICERANGE__" value="£20-25"/>
<input attribute="customer rating" tag="__CUSTOMER_RATING__" value="3 out of 5"/>
<input attribute="area" tag="__AREA__" value="city centre"/>
<input attribute="familyFriendly" tag="__FAMILYFRIENDLY__" value="no"/>
<input attribute="near" tag="__NEAR__" value="Avalon"/>

name == Blue Spice <PAIR_SEP> eat type == coffee shop <PAIR_SEP> price range ==
£20-25 <PAIR_SEP> customer rating == 3 out of 5 <PAIR_SEP> area == city centre
<PAIR_SEP> family friendly == no <PAIR_SEP> near == Avalon

WebNLG

<mtriple>Above_the_Veil | numberOfPages | “248”</mtriple>
<mtriple>Above_the_Veil | author | Garth_Nix</mtriple>
<mtriple>Above_the_Veil | mediaType | Hardcover</mtriple>

<SUBJECT> Above the Veil <PREDICATE> number of pages <OBJECT> 248 <TRIPLE_SEP>
<SUBJECT> Above the Veil <PREDICATE> author <OBJECT> Garth Nix <TRIPLE_SEP>
<SUBJECT> Above the Veil <PREDICATE> media type <OBJECT> Hardcover

Figure 2: Enriched E2E and WebNLG corpora inputs corresponding to the examples shown in Figure 1, with our
linearisations repeated here for convenience.

System prompt
You are a linguistic robot that translates mes-
sages from an input data format into text.

User prompt
Perform data-to-text generation using the fol-
lowing data. Be concise. Do not include any
other information.

Table 1: Prompts used for GPT-4o and Llama 3

prompting was done through Unify2, a service pro-
viding access to a variety of LLMs. For this re-
search, we used Llama 3 with 70B parameters. The
total cost of running these experiments was 12.50
USD through Unify.

Each entry from the datasets was sent to both
models along with a system and user prompts,
which are shown in Table 1. This prompt was cho-
sen after testing 10 different prompts across both
datasets with GPT-4o.

4 Automatic Evaluations

We use reference-based automated metrics primar-
ily to assess the degree to which our seq2seq model

2https://unify.ai/; cost breakdown in appendix

learns to match the kinds of texts present in the
corpora, though we also report the LLMs’ per-
formance for reference. We report BLEU (Pap-
ineni et al., 2002) as implemented in SacreBLEU3

(Post, 2018) for a discrete word-overlap metric and
rescaled BERTScore4 F1 (Zhang et al., 2020) for a
slightly more flexible quality metric.

Table 2 shows the results for the E2E Challenge
dataset. Scores are generally similar between the
two input representations, with a slight numeric
advantage in BLEU for the slot-value representa-
tion. While the LLMs perform worse on BLEU
compared to our seq2seq model, this is expected
as they are being used in a zero-shot setting and
they are not fine-tuned for data-to-text generation.
BERTScores are similar across the 3 models.

For the WebNLG dataset we turn to Table 3.
Scores are very similar between slot-value and RDF
representations once again, with a slight numeric
advantage for the RDF format this time. On this
dataset the seq2seq model struggles substantially,
with much lower BLEU and BERTScore results
compared to the two LLMs, despite the zero-shot

3nrefs:1|case:mixed|eff:no|tok:13a|smooth:exp|
version:2.4.1

4roberta-large_L17_no-idf_version=0.3.12
(hug_trans=4.41.1)-rescaled

https://unify.ai/
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usage of the LLMs. As this dataset has a much
richer semantic space and covers a variety of differ-
ent topics, data sparsity becomes more of an issue
for the seq2seq models, while the LLMs benefit
from their very large training data.

seq2seq GPT-4o Llama 3

SV RDF SV RDF SV RDF

BLEU 47.4 46.9 41.6 39.8 35.8 35.2
BS-F1 0.66 0.66 0.68 0.67 0.63 0.64

Table 2: BLEU and BERTScore F1 results on E2E.

seq2seq GPT-4o Llama 3

SV RDF SV RDF SV RDF

BLEU 30.2 30.3 47.0 47.8 45.2 45.7
BS-F1 0.35 0.35 0.62 0.64 0.61 0.61

Table 3: Automated evaluation results on WebNLG.

5 Human Evaluation

We asked participants to assess fluency and seman-
tic fidelity. For fluency, we adapted the questions
used by WebNLG 2023 (Cripwell et al., 2023),
asking participants to “rate the Output in terms of
Fluency” and explaining that “[h]ighly fluent text
‘flows well’ and is well-connected and free from
disfluencies”. Participants rated fluency on a 7-
point Likert scale ranging from Very Disfluent to
Very Fluent. For semantic fidelity (i.e. the faithful-
ness of the outputs to the inputs), participants saw
a table of subjects, predicates, and objects meant
to be present in the Output and had to click a ra-
dio button to indicate whether that element of the
meaning was present, missing, or incorrect. Par-
ticipants could also indicate if the Output included
additional content not present in the Input and had
a free text area to describe the inserted content.

For each dataset, we selected 48 inputs from the
test across the 7 experimental conditions: the refer-
ence text for a control condition plus one text from
each system for each input representation. Each
participant saw 28 items plus 2 attention check
questions presented in a randomised order.

We recruited 36 participants for each dataset
through Prolific5. We screened participants, requir-
ing them to be first-language speakers of English
and resident in a country where English is a major-
ity language (i.e. Australia, Canada, Ireland, New

5https://www.prolific.com

E2E

Sys In Fluency (sd) • ◦ ×

GPT-4o RDF 6.07 (0.60) 0.95 0.05 0.00
GPT-4o SV 6.07 (0.74) 0.96 0.04 0.00

Llama 3 RDF 5.94 (1.01) 0.97 0.03 0.00
Llama 3 SV 6.09 (0.70) 0.95 0.05 0.01

s2s RDF 5.75 (0.90) 0.91 0.07 0.02
s2s SV 5.74 (0.93) 0.90 0.08 0.02

ref – 2.80 (1.52) 0.48 0.49 0.03

WebNLG

Sys In Fluency (sd) • ◦ ×

GPT-4o RDF 6.32 (0.82) 0.93 0.04 0.02
GPT-4o SV 6.33 (0.70) 0.93 0.06 0.01

Llama 3 RDF 6.02 (1.10) 0.89 0.07 0.03
Llama 3 SV 6.18 (1.02) 0.88 0.10 0.02

s2s RDF 4.12 (1.91) 0.57 0.36 0.08
s2s SV 4.43 (1.85) 0.54 0.36 0.09

ref – 5.83 (1.22) 0.93 0.04 0.03

Table 4: Human evaluation results for the E2E Chal-
lenge Dataset and the WebNLG Challenge Dataset. Flu-
ency is the mean score on a 7-point Likert scale with
standard deviation in parentheses, • is the proportion of
inputs expressed correctly, ◦ is the proportion which are
missing, and × is the proportion which are expressed
incorrectly.

Zealand, South Africa, the United Kingdom, or the
United States). The 72 participants completed the
task in about 37 minutes (median) and received
£7.50 compensation each. The mean participant
age was 34 (s.d. 12), with 34 males and 28 females.
Our institution approved the study’s ethics.

5.1 Results & Discussion

Table 4 shows the results, treating fluency ratings
ranging from 1-7, where 7 is ‘Very Fluent’, and
reporting the mean and standard deviation. The
remaining columns report the proportion of the
Input which was Present (•), Missing (◦), or In-
correct (×). Both tables show differences between
input representations which are much smaller than
the standard deviation for each system, though we
do observe some differences between the systems.
GPT-4o and Llama 3 perform similarly on the E2E
corpus, with seq2seq models marginally lower.6

For WebNLG, the difference in fluency scores for
the input representations is larger, though still very
small, and the gap between GPT-4o and Llama 3

6Scores for reference texts are low for the E2E dataset due
to a data preparation error; however, the comparisons between
the systems and input types remain valid.

https://www.prolific.com


247

is more pronounced. Here seq2seq performance is
worse, with scores lower than the reference texts.

To assess statistical significance, we use an or-
dinal mixed effects model for the fluency ratings
following Howcroft and Rieser (2021), with fixed
effects of system and input representation and by-
participant random intercepts. The results showed
no significant differences for input representation
in either dataset. For E2E, there was no significant
difference between GPT-4o and Llama 3, though
the seq2seq models were significantly worse than
both. For WebNLG, both Llama 3 and the seq2seq
models performed significantly worse than GPT-
4o.

6 Qualitative Error Analysis

Since both LLMs performed well regardless of in-
put representation, we manually examine those in-
stances where they performed worst to see if there
are any qualitative patterns.

The two lowest rated GPT-4o texts were scored
Somewhat Disfluent and both contained the phrase
‘located riverside", describing the location of a
restaurant. Only one text received a neutral score,
and none of these texts had semantic fidelity er-
rors. Three Llama 3 texts scored Disfluent, six as
Somewhat Disfluent, and two as neutral. Llama 3
exhibits a greater tendency to reuse phrases from
the input representation in ways that disrupts flu-
ency (e.g. expressing the predicate-object pair eat
type, pub with the awkward phrase ‘is a type
of eatery found in a pub’). Sometimes restaurant
names are treated as a different kind of entity: ‘The
Wrestlers’ is the name of a restaurant, but Llama
3 treats this as a group of people, producing ‘The
Wrestlers eat at a pub’ instead of ‘The Wrestlers is
a pub’. Items with the highest proportion of miss-
ing or incorrect semantics according to participants
tended to be more accurate than reported.

GPT-4o produces one Disfluent text for the
WebNLG dataset: ‘Antwerp International Airport
serves the city of Antwerp. The country of Antwerp
is Belgium. In Belgium, the language spoken is
German.’ There are also three Somewhat Disfluent
and two neutral texts generated. Llama 3 received
a Very Disfluent rating for a short sentence that is
actually fluent: ‘Hip hop music is a derivative of
Drum and bass’. However, the sentence may have
been rated poorly because it is semantically anoma-
lous, or requires domain specific knowledge. Three
texts were marked as Disfluent and another nine

as Somewhat Disfluent, some of these seemingly
due to awkward phrasing (‘Aleksey Chirikov, an
icebreaker built in Helsinki, Finland, is led by Juha
Sipilä’), and others for being nonsensical, such as
‘Atlanta, a city in the United States, is the capital of
a country with an ethnic group of Asian Americans,
with Washington, D.C. as its capital’. Semantic
errors were again infrequent for GPT-4o, though
there were more interesting errors for Llama 3. For
example, Llama 3 sometimes omits large portions
of the meaning representation, expressing only one
out of five given predicates.

7 Discussion & Conclusions

We expected that the meaning representation used
to encode inputs for neural data-to-text generation
would substantially impact either the fluency or the
accuracy of generated texts. However, our findings
do not support this hypothesis. Instead, we find
a strong performance by recent LLMs regardless
of input representation, and we find that simpler
seq2seq models are also not substantially impacted
by these differences. We also observed remarkably
few ‘hallucinations’, or insertions of additional con-
tent not present in the input, across both LLMs. We
suspect that these results are in part influenced by
the fact that both of our source datasets are publicly
available and are likely to be included in the train-
ing data for both GPT-4o and Llama 3 systems. In
future work, we plan to investigate this possibility
with the creation of novel, unseen datasets and new
linearisations of meaning representations.

8 Limitations & Ethical Considerations

This work explores only two simple meaning rep-
resentations used for data-to-text generation. For
the LLMs, it is possible that they have already seen
the data used for our experiments during training.

As mentioned above, our human experiments
received institutional ethics oversight.
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A Prompting Costs

Llama 3 cost $0.9/1M tokens for both output and
input. GPT-4o was $5/1M for input and $15/1M for
output. The detailed cost breakdown is provided in
Table 5:

GPT-4o Llama 3

in out in out TOTAL

e2e_rdf 1.57 1.89 0.28 0.13 3.85
e2e_slot 1.15 1.67 0.21 0.10 3.11
webnlg_rdf 1.10 1.53 0.20 0.09 2.92
webnlg_slot 0.96 1.41 0.17 0.08 2.62

TOTAL 4.78 6.50 0.86 0.40 –

Table 5: Cost in USD for each dataset × representation
with each LLM. Totals do not sum up exactly across the
margins due to rounding to the nearest penny.

B Example Outputs

Here we show a few example texts from our
seq2seq model as well as GPT-4o and Llama 3.
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E2E

<SUBJECT> Blue Spice <PREDICATE> eat type <OBJECT> coffee shop <TRIPLE_SEP>
<SUBJECT> Blue Spice <PREDICATE> area <OBJECT> city centre
Blue Spice is a pub located in the city centre.

name == Blue Spice <PAIR_SEP> eat type == coffee shop <PAIR_SEP> area == city
centre
Blue Spice is a pub in the city centre.

<SUBJECT> Clowns <PREDICATE> eat type <OBJECT> coffee shop <TRIPLE_SEP> <SUBJECT>
Clowns <PREDICATE> customer rating <OBJECT> 5 out of 5 <TRIPLE_SEP> <SUBJECT>
Clowns <PREDICATE> near <OBJECT> Crowne Plaza Hotel
Clowns is a pub near Crowne Plaza Hotel with a customer rating of 5 out of 5.

name == Clowns <PAIR_SEP> eat type == coffee shop <PAIR_SEP> customer rating ==
5 out of 5 <PAIR_SEP> near == Crowne Plaza Hotel
Clowns is a pub near Crowne Plaza Hotel with a customer rating of 5 out of 5.

WebNLG

<SUBJECT> Adolfo Suárez Madrid– Barajas Airport <PREDICATE> location <OBJECT>
Madrid , Paracuellos de Jarama , San Sebastián de los Reyes and Alcobendas
Adolfo Suárez Madrid–Barajas Airport is located in Madrid, Paracuellos de Jarama, San Sebastián
de los Reyes and Alcobendas.

name == Adolfo Suárez Madrid– Barajas Airport <PAIR_SEP> location == Madrid ,
Paracuellos de Jarama , San Sebastián de los Reyes and Alcobendas
Adolfo Suárez Madrid–Barajas Airport is located in Madrid, Paracuellos de Jarama, San Sebastián
de los Reyes and Alcobendas.

<SUBJECT> William Anders <PREDICATE> date of retirement <OBJECT> 1969-09-01
<TRIPLE_SEP> <SUBJECT> William Anders <PREDICATE> was selected by nasa <OBJECT>
1963 <TRIPLE_SEP> <SUBJECT> William Anders <PREDICATE> time in space <OBJECT>
8820.0"(minutes) <TRIPLE_SEP> <SUBJECT> William Anders <PREDICATE> birth date
<OBJECT> 1933-10-17 <TRIPLE_SEP> <SUBJECT> William Anders <PREDICATE> occupation
<OBJECT> Fighter pilot <TRIPLE_SEP> <SUBJECT> William Anders <PREDICATE>
birth place <OBJECT> British Hong Kong <TRIPLE_SEP> <SUBJECT> William Anders
<PREDICATE> was a crew member of <OBJECT> Apollo 8
William Anders was born in __PATIENT-5__ and graduated from UT Austin in 1955 with a B. S.
He served as a test pilot and was selected by NASA in Apollo 8. He was selected by NASA in
__PATIENT-4__.

name == William Anders <PAIR_SEP> date of retirement == 1969-09-01 <PAIR_SEP> was
selected by nasa == 1963 <PAIR_SEP> time in space == 8820.0"(minutes) <PAIR_SEP>
birth date == 1933-10-17 <PAIR_SEP> occupation == Fighter pilot <PAIR_SEP> birth
place == British Hong Kong <PAIR_SEP> was a crew member of == Apollo 8
William Anders was born on March 15, 1932 in He graduated from NWC with an M. A. in 1957.
He was a test pilot and died in St Louis.

Table 6: Example input-output pairs from both datasets and input representations with our seq2seq model.
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E2E

<SUBJECT> Blue Spice <PREDICATE> eat type <OBJECT> coffee shop <TRIPLE_SEP>
<SUBJECT> Blue Spice <PREDICATE> area <OBJECT> city centre
Blue Spice is a coffee shop located in the city centre.

name == Blue Spice <PAIR_SEP> eat type == coffee shop <PAIR_SEP> area == city
centre
Blue Spice is a coffee shop located in the city centre.

<SUBJECT> Clowns <PREDICATE> eat type <OBJECT> coffee shop <TRIPLE_SEP> <SUBJECT>
Clowns <PREDICATE> customer rating <OBJECT> 5 out of 5 <TRIPLE_SEP> <SUBJECT>
Clowns <PREDICATE> near <OBJECT> Crowne Plaza Hotel
Clowns enjoy eating at a coffee shop. They have a customer rating of 5 out of 5. They are located
near the Crowne Plaza Hotel.

name == Clowns <PAIR_SEP> eat type == coffee shop <PAIR_SEP> customer rating ==
5 out of 5 <PAIR_SEP> near == Crowne Plaza Hotel
Clowns is a coffee shop near the Crowne Plaza Hotel with a customer rating of 5 out of 5.

WebNLG

<SUBJECT> Adolfo Suárez Madrid– Barajas Airport <PREDICATE> location <OBJECT>
Madrid , Paracuellos de Jarama , San Sebastián de los Reyes and Alcobendas
Adolfo Suárez Madrid–Barajas Airport is located in Madrid, Paracuellos de Jarama, San Sebastián
de los Reyes, and Alcobendas.

name == Adolfo Suárez Madrid– Barajas Airport <PAIR_SEP> location == Madrid ,
Paracuellos de Jarama , San Sebastián de los Reyes and Alcobendas
Adolfo Suárez Madrid–Barajas Airport is located in Madrid, Paracuellos de Jarama, San Sebastián
de los Reyes, and Alcobendas.

<SUBJECT> William Anders <PREDICATE> date of retirement <OBJECT> 1969-09-01
<TRIPLE_SEP> <SUBJECT> William Anders <PREDICATE> was selected by nasa <OBJECT>
1963 <TRIPLE_SEP> <SUBJECT> William Anders <PREDICATE> time in space <OBJECT>
8820.0"(minutes) <TRIPLE_SEP> <SUBJECT> William Anders <PREDICATE> birth date
<OBJECT> 1933-10-17 <TRIPLE_SEP> <SUBJECT> William Anders <PREDICATE> occupation
<OBJECT> Fighter pilot <TRIPLE_SEP> <SUBJECT> William Anders <PREDICATE>
birth place <OBJECT> British Hong Kong <TRIPLE_SEP> <SUBJECT> William Anders
<PREDICATE> was a crew member of <OBJECT> Apollo 8
William Anders, born on October 17, 1933, in British Hong Kong, was selected by NASA in 1963.
He served as a fighter pilot and was a crew member of Apollo 8. He spent 8,820 minutes in space
and retired on September 1, 1969.

name == William Anders <PAIR_SEP> date of retirement == 1969-09-01 <PAIR_SEP> was
selected by nasa == 1963 <PAIR_SEP> time in space == 8820.0"(minutes) <PAIR_SEP>
birth date == 1933-10-17 <PAIR_SEP> occupation == Fighter pilot <PAIR_SEP> birth
place == British Hong Kong <PAIR_SEP> was a crew member of == Apollo 8
William Anders, born on October 17, 1933, in British Hong Kong, was a fighter pilot selected by
NASA in 1963. He spent 8,820 minutes in space and was a crew member of Apollo 8. Anders
retired on September 1, 1969.

Table 7: Example input-output pairs from both datasets and input representations with GPT-4o.
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E2E

<SUBJECT> Blue Spice <PREDICATE> eat type <OBJECT> coffee shop <TRIPLE_SEP>
<SUBJECT> Blue Spice <PREDICATE> area <OBJECT> city centre
Blue Spice is a type of coffee shop located in the city centre.

name == Blue Spice <PAIR_SEP> eat type == coffee shop <PAIR_SEP> area == city
centre
Blue Spice is a coffee shop in the city centre.

<SUBJECT> Clowns <PREDICATE> eat type <OBJECT> coffee shop <TRIPLE_SEP> <SUBJECT>
Clowns <PREDICATE> customer rating <OBJECT> 5 out of 5 <TRIPLE_SEP> <SUBJECT>
Clowns <PREDICATE> near <OBJECT> Crowne Plaza Hotel
Clowns eat at a coffee shop, have a 5 out of 5 customer rating, and are located near the Crowne
Plaza Hotel.

name == Clowns <PAIR_SEP> eat type == coffee shop <PAIR_SEP> customer rating ==
5 out of 5 <PAIR_SEP> near == Crowne Plaza Hotel
Clowns is a 5-star coffee shop near the Crowne Plaza Hotel.

WebNLG

<SUBJECT> Adolfo Suárez Madrid– Barajas Airport <PREDICATE> location <OBJECT>
Madrid , Paracuellos de Jarama , San Sebastián de los Reyes and Alcobendas
Adolfo Suárez Madrid–Barajas Airport is located in Madrid, as well as the surrounding areas of
Paracuellos de Jarama, San Sebastián de los Reyes, and Alcobendas.

name == Adolfo Suárez Madrid– Barajas Airport <PAIR_SEP> location == Madrid ,
Paracuellos de Jarama , San Sebastián de los Reyes and Alcobendas
Adolfo Suárez Madrid–Barajas Airport is located in Madrid, Paracuellos de Jarama, San Sebastián
de los Reyes, and Alcobendas.

<SUBJECT> William Anders <PREDICATE> date of retirement <OBJECT> 1969-09-01
<TRIPLE_SEP> <SUBJECT> William Anders <PREDICATE> was selected by nasa <OBJECT>
1963 <TRIPLE_SEP> <SUBJECT> William Anders <PREDICATE> time in space <OBJECT>
8820.0"(minutes) <TRIPLE_SEP> <SUBJECT> William Anders <PREDICATE> birth date
<OBJECT> 1933-10-17 <TRIPLE_SEP> <SUBJECT> William Anders <PREDICATE> occupation
<OBJECT> Fighter pilot <TRIPLE_SEP> <SUBJECT> William Anders <PREDICATE>
birth place <OBJECT> British Hong Kong <TRIPLE_SEP> <SUBJECT> William Anders
<PREDICATE> was a crew member of <OBJECT> Apollo 8
William Anders retired on September 1, 1969. He was selected by NASA in 1963. Anders spent
8820 minutes in space. He was born on October 17, 1933, in British Hong Kong. He was a fighter
pilot and a crew member of Apollo 8.

name == William Anders <PAIR_SEP> date of retirement == 1969-09-01 <PAIR_SEP> was
selected by nasa == 1963 <PAIR_SEP> time in space == 8820.0"(minutes) <PAIR_SEP>
birth date == 1933-10-17 <PAIR_SEP> occupation == Fighter pilot <PAIR_SEP> birth
place == British Hong Kong <PAIR_SEP> was a crew member of == Apollo 8
William Anders, a fighter pilot born on October 17, 1933, in British Hong Kong, was selected by
NASA in 1963. He was a crew member of Apollo 8 and spent 8820 minutes in space before retiring
on September 1, 1969.

Table 8: Example input-output pairs from both datasets and input representations with Llama 3.
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