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Abstract

The process of language generation, which se-
lects the most probable tokens one by one, may
intrinsically result in output strings that humans
never utter. We name this phenomenon “LLM ne-
ologism” and investigate it focusing on Japanese,
Chinese, and Korean languages, where tokens can
be smaller than characters. Our findings show
that LLM neologism occurs through the combina-
tion of two high-frequency words with common
tokens. We also clarify the cause of LLM neol-
ogism in the tokenization process with limited
vocabularies. The results of this study provides
important clues for better encoding of multibyte
characters, aiming to prevent catastrophic results
in AI-generated documents.

1 Introduction

The text generation capabilities of LLMs have been
improving year by year (Yin et al., 2023; Zhao
et al., 2023), and the sentences generated by LLMs
have become indistinguishable from those written
by humans. However, LLMs occasionally output
non-existent words. Although this is a rare phe-
nomenon, its occurrence is a clear indication of an
AI-generated sentence and thus should be avoided
as much as possible. In this paper, we name this
phenomenon LLM neologism and investigate it thor-
oughly. The phenomenon is a type of hallucination.
LLM tends to cause hallucination, in which infor-
mation that is not true is presented as if it were
true (Huang et al., 2023). Hallucination is divided
into various types (Rawte et al., 2023), but to the
author’s knowlegde, this type of hallucination is
that has not been adressed in any previous paper.

Figure 1 shows the notion of LLM neologism,

where a non-existent Japanese word “保 ” is

generated. We call such a word a neo-word. In
languages where a single character can be split into
multiple tokens, such as Chinese, Japanese, and Ko-
rean, the generation of a neo-word is triggered by
the mutation of token sequences of two frequently-
used words. Additionally, the mixture of tokens

Figure 1: Overview of LLM neologism. In the predic-
tion of output token sequences, those derived from two
frequent words in the training data may be mutated. This
results in a peculiar word (neo-word) that has a neo-char
generated by the decoding of mixed byte codes.

corresponding to single byte codes can result in
the generation of an unexpected and rarely used
character, which we call a neo-char.

In Section 2, we discuss the mechanism under-
lying LLM neologism in more detail. In Section 3,
we explain the tokenization strategies in the exist-
ing LLMs, and in Section 4, we present our obser-
vation of LLM neologism in a systematic way. The
main contribution of this work are as follows:

• to define the LLM neologism phenomenon,
which to our knowledge is the first time this
phenomenon has been discussed.

• to artificially generate potential neo-words
based on our hypothesis and to enumerate ac-
tual instances in LLM generated texts or web
documents.

• to propose a tokenization strategy for CJK
languages with lower risk of LLM neologism.

2 Mechanism of LLM Neologism

In this section, we explain LLM neologism in an
inductive manner. LLM neologism can happen in
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Neo-
word Constituent words Similarity

勤勠 勤務 (‘work’) 0.94
勤怠 (‘work attendance’) 0.87
*勤労 (‘labor’) 0.80

視 視聴 (‘viewing’) 0.95

視覚 (‘vision’) 0.94
*視界 (‘visibility’) 0.81

音 音響 (‘sound’) 0.90

音域 (‘sound range’) 0.90
*音楽 (‘music’) 0.81

Table 1: Japanese neo-words and their constituent
words, shown with similarity scores from the neo-word
in Llama2 embeddings. Constituent words have higher
scores, compared with another word with ∗ that appears
in a similar context.

any language during the LLM’s decoding process
when a word is generated from multiple tokens
that are smaller than words, but here, we focus
on the generation of a neo-word including a neo-
char generated by the mixture of multiple bytes in
Japanese, Chinese, and Korean.

Kanji characters in Japanese and Chinese, and
Hangul characters in Korean are represented by
three UTF-8 codes per character. Since the num-
ber of characters defined in the UTF code page1

is much larger than the vocabulary size of the tok-
enizers used in existing LLMs, a single character
is often divided into multiple tokens, as seen in the
second character in Figure 1.

Here, we set up a hypothesis that a neo-word
is generated from two frequent two-letter words
that share the first letter and tend to appear in
similar contexts. This explains the LLM neolo-
gism in Figure 1. In the process of generating “保
険”(‘insurance’), after outputting its first two to-
kens2, it is impossible to guarantee the prediction
of the code 0xBA. Instead, another token 0xBC,
derived from “保証”(‘guarantee’), can have higher
probability than 0xBA, and this results in the gen-
eration of a neo-word that contains a neo-char.

Neo-words have been found on the web. A
blog post3 reported that ChatGPT output gibberish
Japanese-like words that have never been seen be-
fore and that were subsequently used in a number

1https://www.charset.org/utf-8
2These correspond to five bytes in the UTF-8 code.
3https://okumuralab.org/~okumura/misc/230611.

html

Model
Tokenizer # in vocabulary

(BPE) Kanji Hangul
GPT3.5 byte-level 549 129
Llama2 byte-fallback 701 111
Elyza byte-fallback 701 111

Elyza-fast
byte-fallback

+ ja token
7235 111

Granite-ja byte-fallback 5663 409

Swallow-ja
byte-fallback

+ ja token
2835 111

Table 2: The number of single CJK characters in each
tokenizer’s vocabulary. Elyza, Elyza-fast, Granite-ja,
and Swallow-ja tokenizers are Llama2-based.

of websites. For every neo-word we found on the
web, we were able to identify the two constituent
two-letter words. Table 1 shows the results of mea-
suring the similarity between the neo-word and the
constituent words in the final layer of embedding
in Llama2 (Touvron et al., 2023). The neo-word
“勤勠” has similarity scores of 0.94 and 0.87 with
the two words “勤務”(‘work’) and “勤怠”(‘work
attendance’), and has a higher score than another
word “勤労”(‘labor’) which has the same first kanji
character. This indicates that a neo-word has al-
ready been trained in the model, and as a result,
this neo-word is likely to be output incorrectly in
place of the two constituent words.

The generated neo-char can be a very infre-
quently used character, causing a reduction in the
naturality of the LLM output and a critical prob-
lem of being revealed as AI-generated. For this
reason, even if the rate of occurrence is not high, it
is important to prevent LLM neologism.

In the next section, we discuss the tokenizer prop-
erties that are related to the occurrence of LLM
neologism.

3 Tokenizers

In this section, we discusses the relationship be-
tween LLM neologism and the underlying tok-
enization process. The generation of neo-words
by a model depends on how characters are split—
specifically, on the tokenizer’s vocabulary. Many
LLMs, such as Llama2/3 (AI@Meta, 2024), and
GPT-3.5/4.0, use byte-pair-encoding (BPE) (Sen-
nrich et al., 2016) for tokenization.

GPT-3.5 has 782 tokens for single or double
bytes in its vocabulary, and Llama2 has 256 to-
kens for a single byte. The combination of these

https://www.charset.org/utf-8
https://okumuralab.org/~okumura/misc/230611.html
https://okumuralab.org/~okumura/misc/230611.html
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Model
Generated
neo-word

Generated text
or web text

GPT Yes Web text
Llama2 Yes Web text
Elyza Yes Generated text

Elyza-fast No -
Granite No -
Swallow No -

Table 3: The presence of neo-words in 3,187 generated
texts and web texts in Japanese. Note that “No” does
not mean that neologism will never occur with that
tokenizer.

tokens represents multi-byte CJK characters that
are not covered in the vocabulary, as in the second
character in Figure 1.

Each tokenizer determines its vocabulary by se-
lecting frequent sequences of byte codes from its
own corpus, and thus, only limited numbers of CJK
characters are in its vocabulary. Table 2 lists the
number of single CJK characters in the vocabulary
for each model. Considering that there are more
than 100,000 Kanji and 11,172 Hangul characters
in the UTF-8 character set, GPT-3.5, Llama2, and
Elyza cover too small a number of CJK characters.
Other Japanese-aware models cover larger numbers
of characters. This difference is the key factor in
the emergence of LLM neologism, which will be
shown in the next section.

4 Replication of LLM neologism

In this section, we list potential neo-words to de-
termine the occurrence of LLM neologism, and
discuss its relationship with the tokenization.

4.1 List potential neo-words

Here we describe the process of enumerating neo-
words by mixing two words to search for neo-words
in the actual LLM-generated texts. We generate
potential neo-words in Japanese, Chinese, and Ko-
rean. First, we have a list of two-character words
in Kanji or Hangul that are commonly used in
each language. In Japanese Kanji, we use BC-
CWJ (Maekawa et al., 2014) frequency list. In Chi-
nese Kanji, we use BLCU Chinese Corpus: BCC
corpus of 15 billion characters (Xun, 2016). In
Hangul, we use Korean frequency list (National
Institute of the Korean Language, 2005).

From these lists, we extract word pairs with
word similarity of 0.4 or greater using FastText

embedding (Grave et al., 2018). Potential neo-
words are then generated by mixing two words
considering the conditions described in Section 2.
The commonly used Kanji characters defined in
Japan (Japan, 2010) and China (the People’s Re-
public of China, 2013) are excluded from our po-
tential neo-chars since they are not prominently
identified.

4.2 Generate sentences

We investigate whether the various LLM outputs
contain neo-words. We used llama-2-7b-chat (Tou-
vron et al., 2023), elyza/ELYZA-japanese-Llama-
2-7b-instruct (Sasaki et al., 2023), ibm/granite-8b-
japanese, and tokyotech-llm/Swallow-7b-hf (Fujii
et al., 2024) as models. Since LLM neologism
occurs rarely, we consider one of the hypotheses
mentioned in the previous section 2, namely that
the neo-word tends to appear in similar contexts
based on the source of the neo-word, then we gen-
erated sentences in which LLM neologism is likely
to occur.

To this end, we selected Wikipedia titles that con-
tain either of the two words that are the source of
the neo-word candidate, as collected in Section 4.1.
By having LLMs descrive the source words, LLM
neologism would be more likely to emerge in the
process than in normal contexts.

We created 3,187 responses using the follow-
ing prompt which means "Please tell me what you
know about <Wikipedia title> in Japanese, in as
much detail as possible":

Prompt: <wikipedia title>について
知っていることを日本語で，

なるべく詳しく教えてください。

4.3 Outputs

Table 3 shows the occurrences of LLM neologism
by Japanese models based on our observation. In
the method described in Section 4.1, we explicitly
found a neo-word generated by Elyza. In addition,
we searched manually for the potential neo-words
on the Web, and identified neo-words generated
by the GPT and Llama2 models considering their
tokenizers’ vocabularies. Not that while we did
not identify neo-word generated by other models
(marked “No” in Table 3), this does not mean that
these models are theoretically free from LLM neol-
ogism.

The observed neo-words in a model tend to
be specific to its underlying tokenizer. For ex-
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Lang Neo-word Constituent words Sentence on web with neo-word

ja 明
明確,明白

(‘clear’), (‘obvious’)
それを外国人観光客にも[明 ]に説明する必要がある。

(‘This needs to be [?clearly] explained to foreign tourists.’)

ja 同
同窓,同級

(‘alumni’), (‘same class’)

同窓会にエリート[同 ]生がいた。

(‘There was an elite [?alumni] at the reunion.’)

zh 坚
坚强,坚决

(‘tough’), (‘firm’)

[坚 ]不是你的肌肉有多硬，而是你的精神有多硬。

(‘Being [?strong] is not about how hard your muscles are,

it’s about how hard your spirit is.’)

zh 悲
悲壮,悲剧

(‘tragic’), (‘tragedy’)
提及[悲 ]氛 ，《孟姜女》是一美的故事。

(‘As for [?sadness], Lady Meng Jiang is a beautiful story.’)

ko 학
학급,학교

(‘class’), (‘school’)

[학 ]활동이외에도봉사활동에참여할기회를찾아봐.

(‘In addition to [?school] activities, look for opportunities

to participate in volunteer activities.’)

Table 4: LLM neologism in three languages found on the web. Neo-words and their corresponding translations are
enclosed in square brackets. Note that neo-words in the original languages are inherently meaningless, and thus we
provide translations by filling with the more natural constituent word in the context (marked with ‘?’).

ample, the Elyza model generated the neo-word

“音 ”, and we identified its constituent words

“音響”(‘acoustics’) and “音域” (‘sound range’).
However, this neo-word never appeared in other
models such as GPT because its tokenizer splits the
two words into different numbers of tokens, and

thus they are not mixed into “音 ”.

We show examples of multilingual neo-words in
Table 4, which shows neo-words and the sentences
in which they appeared that actually existed on the
web, in the three languages4. The neo-words that
appeared on the web were used in contexts simi-
lar to the constituent words. All of the neo-chars
we found were the second letters of two-character
words. One possible reason for this is that LLM
generates sentences from the front, so the back
characters are easily mixed up. Many of the web
texts in which neo-words appeared could be im-
plicitly identified as having been written by AI.
For example, neo-words appeared on websites with
“AI” in the title and on websites that stating that
they generate video summaries using AI. These
results indicate that LLM neologism occurs in var-
ious models. LLM neologism does not occur fre-
quently, but the appearance of neo-words in a real
document can raise the suspicion of readers that
they are potentially looking at AI-generated text.

4Some sentences were modified due to copyright issues.

4.4 Discussion

As we have seen, LLM neologism in CJK lan-
guages is caused by decomposition of a single char-
acter into multiple tokens. Tables 2 and 3 suggest
that the larger vocabulary size to cover more char-
acters avoids LLM neologism. It is difficult for
multilingual models to have larger vocabulary for a
specific language, and there is a trade-off between
small and large sets of vocabularies for tokeniza-
tion in terms of efficiency (Stollenwerk, 2023).

Currently, byte-level encoding, rather than
character-level encoding is a feasible approach for
multilingual tokenization because of its simplicity
(Mielke et al., 2021), and it actually achieves high-
quality multilingual language models. However,
we suggest that the higher coverage of characters in
the vocabulary should be taken into consideration
to avoid LLM neologism that may generate seri-
ously gibberish words, even with a certain amount
of sacrifices in existing benchmarking scores or the
language coverage by a single model.

5 Conclusion

In this paper, we defined LLM neologism and re-
vealed its characteristics. We showed that neo-
words in Japanese, Chinese, and Korean are gener-
ated from two frequent two-letter words that share
a first letter and tend to appear in a similar context.

Neo-words are generated when a single character
is split into multiple tokens, and we clarified that
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the likelihood of their generation depends on the to-
kenization method and the vocabulary. We demon-
strated that neo-words in three languages appear
in AI-generated texts, and showed that neo-words
exist in context in a similar sense to constituent
words.

LLM neologism is a tokenizer-dependent prob-
lem that occurs when a character is represented by
multiple tokens. As stated by Mielke et al. (2021),
there is no silver bullet solution that serves as a so-
lution for all purposes. However, LLM neologism
is an essential issue to consider in the context of
generating natural sentences in CJK languages.

It is also known that LLM can generate new
words by mixing words in English5. It is a fu-
ture challenge to generalize LLM neologism in
languages other than CJK.

Limitation

In addition to its linguistic definition, “neologism”
is also used in the field of psychiatry and clinical
psychology. As we wish to avoid potentially mis-
leading patients by our use of this term, we should
emphasize that our usage in this paper is limited to
“LLM neologism” that refers to the phenomenon of
word generation by LLM.
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