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Abstract
In this paper, we provide an in-depth review
of how the Gricean maxims have been used
to develop and evaluate Natural Language Pro-
cessing (NLP) systems. Originating from the
domain of pragmatics, the Gricean maxims
are foundational principles aimed at optimis-
ing communicative effectiveness, encompass-
ing the maxims of Quantity, Quality, Relation,
and Manner. We explore how these principles
are operationalised within NLP through the de-
velopment of data sets, benchmarks, qualitative
evaluation and the formulation of tasks such as
Data-to-text, Referring Expressions, Conversa-
tional Agents, and Reasoning with a specific
focus on Natural Language Generation (NLG).
We further present current works on the integra-
tion of these maxims in the design and assess-
ment of Large Language Models (LLMs), high-
lighting their potential influence on enhancing
model performance and interaction capabilities.
Additionally, this paper identifies and discusses
relevant challenges and opportunities, with a
special emphasis on the cultural adaptation and
contextual applicability of the Gricean maxims.
While they have been widely used in different
NLP applications, we present the first compre-
hensive survey of the Gricean maxims’ impact.

1 Introduction

Capturing the full nuance of human language re-
quires more than understanding its structure; it ne-
cessitates an intricate comprehension of context.
This understanding goes beyond the words them-
selves to grasp the intentions, implications, and
subtleties embedded in communication (Wittgen-
stein, 1953; Grice, 1975; Levinson, 2000).

In order to build NLP systems that are able to
use language beyond just its literal content, they
need to incorporate pragmatic capabilities (Hovy,
1987, 1990; Hovy and Yang, 2021; Pritzkau et al.,
2023; Seals and Shalin, 2023). A central idea in
pragmatics are the Gricean maxims, a set of coop-
erative principles proposed by philosopher Grice

(1975). These maxims are descriptions of effec-
tive human communication strategies, capturing
the implicit expectations and norms that govern
human interaction and thereby offering a theoreti-
cal framework that has profound implications for
the development of NLP technologies. As NLP
systems, particularly LLMs, strive to achieve more
human-like understanding and generation of text,
the consideration of these pragmatic principles be-
comes crucial (Jacquet et al., 2019b; Kasirzadeh
and Gabriel, 2023; Alexandris, 2024). They not
only aid in improving the interpretative capabili-
ties of these systems but also enhance their ability
to generate coherent, contextually appropriate re-
sponses.

The Gricean maxims consist of four primary
directives that guide conversational cooperation.
Each maxim addresses a different aspect of com-
munication, providing a guideline for what makes
a conversation effective and meaningful. These
maxims are:

Maxim Description
Quantity Make your contribution as infor-

mative as necessary, without pro-
viding excessive information.

Quality Ensure your contribution is true
and based on evidence.

Relation Your contribution should be rele-
vant to the conversation.

Manner Your contribution should be clear,
concise, and orderly, avoiding
ambiguity and obscurity.

Table 1: Gricean maxims and their descriptions

Maxim of Quantity stresses the importance of
providing an appropriate amount of information.
Too little information can leave the listener con-
fused or in need of clarification, while too much
can overwhelm or distract. In summarisation tasks,
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this maxim guides systems to include all critical
data without including superfluous detail, ensuring
summaries are both comprehensive and focused.

Maxim of Quality deals with the truthfulness
and reliability of the communicated message. It
discourages the sharing of falsehoods or unfounded
assertions. In the context of data-to-text generation,
using this maxim can ensure that texts are based
on accurate data and that any predictive or inferen-
tial statements have a solid basis in the available
information.

Maxim of Relation, also known as relevance,
mandates that contributions be pertinent to the cur-
rent topic of discourse. This principle is particu-
larly relevant in question-answering systems and
conversational agents, where responses must di-
rectly address the user’s queries or comments to
maintain a coherent and contextually appropriate
dialogue.

Maxim of Manner emphasises the way infor-
mation is presented, advocating for clarity, brevity,
and orderliness. This maxim can help in generating
user-friendly texts, avoiding jargon, overly com-
plex structures, or ambiguous phrasing that could
hinder comprehension. It supports the design of
systems that produce outputs easy for the end-user
to understand and act upon.

Collectively, these maxims provide a valuable
heuristic for designing and evaluating NLP sys-
tems, from chatbots and conversational agents to
summarisation and translation tools. They ensure
that automated systems not only generate human-
like text but also engage in human-like conversation
dynamics, ultimately aiming for natural, efficient,
and effective communication.

This paper systematically examines the influence
of Gricean maxims across various facets of NLP.
We explore:

Data and Benchmarks: The construction and
evaluation of datasets and benchmarks grounded in
pragmatic principles.

Tasks: Covering NLP tasks in NLG such as data-
to-text, summarisation, translation, referring ex-
pressions, and related fields such as NLU and con-
versational AI, we discuss how the Gricean maxims
inform works in these areas.

LLMs: The application and impact of Gricean
principles in the development and assessment of
current large language models.

Criticisms and Future Work: We highlight
shortcomings and potential for future research, par-
ticularly focusing on the cultural adaptation of
Gricean maxims, which could inform more nu-
anced and globally applicable NLP systems.

With the present survey, our aim is to underscore
the potential of the Gricean maxims in enhancing
the communicative and interpretative faculties of
NLP systems, making them more effective and
context-aware in their language use. By giving the
first comprehensive overview of existing work, we
hope to enable future research in this area.

2 Methodology

We compile our list of papers through
an exhaustive keyword search on Google
Scholar and the ACL Anthology database.
We combined keywords for the concepts
(Gricean maxims, Cooperative principles,
Pragmatic principles) with keywords for
disciplines (NLP, NLG, Conversational AI) in a
two-dimensional matrix. After manually filtering
out papers that only mention the Gricean maxims
in their related work or introduction and additions
through mentioned related work, we identified
78 relevant papers published between 1990 and
2024. For an overview of all works surveyed, see
Figure 1. For a division into the covered maxims
see Appendix 2.

3 Data and Benchmarks

In this section, we show recent advancements in
the creation of datasets and benchmarks aimed at
evaluating and enhancing the pragmatic reasoning
capabilities of NLP systems, particularly LLMs.

GRICE Dataset Zheng et al. (2021) present the
GRICE dataset, a grammar-based dialogue dataset
designed to incorporate implicature into pragmatic
reasoning within conversations. The dataset aims to
bridge the gap in modern open-ended dialogue sys-
tems that struggle with understanding the intended
meaning beyond the literal statements. GRICE
also addresses other crucial aspects of dialogue
modelling, such as coreference, ensuring tempo-
ral consistency and intricate implicatures within
each dialogue context. The dataset introduces two
tasks: implicature recovery and pragmatic reason-
ing in conversation. Experiments reveal a signif-
icant gap between the performance of baseline
methods (which claim pragmatics reasoning ca-
pabilities) and human performance. Incorporating
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Benchmarks
and Datasets

Benchmarks Li et al. (2023); Sravanthi et al. (2024)

Datasets Zheng et al. (2021)

Tasks

Interactive
Systems

Human-AI
Interaction

Nijholt (2011); Chakrabarti and Luger (2015); Gnewuch et al. (2017); Xiao et al. (2020);
Panfili et al. (2021); Jacquet et al. (2018, 2019a); Jacquet and Baratgin (2020); Singh et al.
(2021); Hoorn and Tuinhof (2022); Scheutz et al. (2022); Setlur and Tory (2022); Kaas and
Habli (2024); Chopra et al. (2024); Kasirzadeh and Gabriel (2023)

Dialogue
Evaluation

Jwalapuram (2017); Lordon (2019); Di Lascio et al. (2020); Sanguinetti et al. (2020); Khayral-
lah and Sedoc (2021); Langevin et al. (2021); Ngai et al. (2021); Nam et al. (2023)

Conversational
Agents

Bernsen et al. (1996a,b); Saygin and Cicekli (2002); Sjöbergh and Araki (2008); Golland et al.
(2010); Briggs and Scheutz (2011); Tatu and Moldovan (2012); Jacquet and Baratgin (2020);
Oprea et al. (2021); Giulianelli (2022)

Question
Generation

Ge et al. (2023); Rabin et al. (2023)

Question
Answering Gaasterland et al. (1992); Qwaider et al. (2017); Freihat et al. (2018)

NLU

Sentiment
Analysis Mahler et al. (2017)

Multi-Agent
Decision
Theory

Vogel et al. (2013)

Semantic
Paths

Harabagiu (1996)

Reasoning Sorower et al. (2011)

NLG

Image
Descriptions Elliott (2014)

Translation Robinson (2002); Sanatifar and Kenevisi (2017); Abualadas (2020)

Summarisation Sripada et al. (2003); Kaczmarek-Majer et al. (2022); Krause et al. (2022)

Open-ended
Generation

Holtzman et al. (2018)

Referring
Expressions

Reiter (1990); Dale and Reiter (1995); van Deemter (2002); Viethen and Dale (2006); Gatt
and Belz (2010); Varges et al. (2012); Sadler and Schlangen (2023)

Data-to-text
Young (1999); Mellish and Sun (2005); Pereira-Fariña et al. (2012); Conde-Clemente et al.
(2017); Tewari et al. (2020); Ocaña et al. (2022)

LLMs
Goyal et al. (2023); Hu et al. (2023); Ladkin (2023); Pietro et al. (2023);
Miehling et al. (2024); Park et al. (2024); Tao et al. (2024); Wölfel et al.
(2024); Yue et al. (2024)

Figure 1: Overview of papers surveyed. The classification of papers is not strictly exclusive, as work from both
Interactive Systems and LLMs overlaps with tasks in NLG and NLU.

a module for explicit implicature reasoning shows
to significantly improve conversational reasoning
performance.

DiPlomat Benchmark Li et al. (2023) introduce
the DiPlomat benchmark to enhance conversational
agents’ understanding and reasoning with nuanced
and ambiguous language. It targets three key
areas: situational context reasoning, open-world
knowledge acquisition, and figurative language un-
derstanding. The benchmark includes a human-
annotated dataset of 4,177 multi-turn dialogues
with a 48,900-word vocabulary. It features tasks
such as Pragmatic Reasoning and Identification and
Conversational Question Answering, plus a zero-
shot natural language inference task emphasising
context’s role in pragmatic reasoning. Results high-
light current LLMs’ limitations in this area.

Pragmatics Understanding Benchmark (PUB)
Sravanthi et al. (2024) release the Pragmatics Un-
derstanding Benchmark to illustrate LLMs’ chal-

lenges in grasping pragmatic aspects of language,
despite their proficiency in understanding seman-
tics. PUB encompasses fourteen tasks across four
pragmatic phenomena: Implicature, Presupposi-
tion, Reference, and Deixis. With a total of 28k
data points, including 6.1k created by the authors
and the rest adapted from existing datasets, PUB
serves as a comprehensive testbed for evaluating
LLMs’ pragmatic reasoning abilities. The bench-
mark’s findings indicate that while fine-tuning for
instruction-following and chat improves smaller
models’ pragmatics capabilities, larger models
show comparable performance between their base
and chat-adapted versions. However, a notable gap
exists between the models’ capabilities and human
performance, with models displaying variability in
proficiency across different tasks and complexity
levels within the same dataset.
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4 Tasks

In NLP, Gricean maxims are widely applied in
various tasks, particularly in NLG. These max-
ims are relevant to NLG (4.1) because they help
generate text that adheres to human conversational
norms, making interactions more intuitive and ef-
fective. By following these principles, NLG sys-
tems produce responses that are clear, relevant, and
contextually appropriate, thereby enhancing the
naturalness and coherence of the generated lan-
guage. In NLU (4.2), Gricean maxims can en-
hance some interpretive tasks, such as reasoning,
decision-making, and sentiment analysis, by im-
proving the processing of language in a way that
mirrors human understanding. These cooperative
principles are thus also applicable in Interactive
Systems (4.3), like Question-Answering or Con-
versational Agents, which integrate both NLG and
NLU to create seamless and coherent interactions.
We review a wide range of works, showing the
broad applicability of Grice’s cooperative princi-
ples.

4.1 NLG
Data-to-text In the domain of data-to-text gen-
eration, adherence to Grice’s maxims ensures the
production of linguistic reports that are both accu-
rate and user-oriented. An early approach by Young
(1999) focuses on generating textual descriptions
of complex activities, employing Grice’s maxim of
Quantity to produce cooperative plan descriptions
that are concise yet informative. This approach
uses a computational model of the hearer’s plan rea-
soning capabilities to select the most appropriate
plan descriptions, emphasising the collaborative
nature of communication. The work by Mellish
and Sun (2005) on Natural Language Directed In-
ference deals with content determination: selecting
relevant material for inclusion in the system’s fi-
nal natural language output. They describe their
desiderata as potential cases of the Gricean maxims,
akin to the approach taken by Sripada et al. (2003)
for summarisation. Pereira-Fariña et al. (2012) and
Conde-Clemente et al. (2017) assess the quality of
linguistic reports generated from vehicle simulator
data and big data respectively, applying the Gricean
maxims as evaluative criteria. These studies high-
light the complexities of ensuring quality in lin-
guistic reports, showing that adherence to Grice’s
maxims can address issues such as scalability, effi-
cient processing, and the relevance of information,

thereby enhancing the intuitiveness and effective-
ness of the generated reports. Tewari et al. (2020)
explore the Quantity maxim’s role in informative-
ness, particularly in navigation instructions. They
propose metrics for evaluating syntactic cohesion
and informativeness, finding that simple syntactic
measures align well with human judgements of
instruction quality.

Referring Expressions Reiter (1990) provides
a foundational interpretation of the Gricean max-
ims for generating referring expressions. They em-
phasise the need for these expressions to be brief,
avoid unnecessary elements, and use preferred lex-
ical classes to prevent false conversational impli-
catures. They formalise these principles into three
preference rules: Local Brevity, No Unnecessary
Components, and Lexical Preference, and integrate
them into a polynomial-time algorithm for gener-
ating accurate referring expressions. Dale and Re-
iter (1995) build on this work, examining various
computational interpretations of the Gricean max-
ims to generate definite noun phrases that similarly
identify intended referents without causing false
implicatures. They conclude that the simplest and
fastest interpretation often aligns best with human
conversational behaviour and present the efficient
and adaptable Incremental Algorithm for this pur-
pose. Proving its adaptability, it was for example
implemented for the automatic generation of med-
ical reports (Varges et al., 2012) and used in the
creation of the diagnostic dataset Pento-DIARef
(Sadler and Schlangen, 2023). Further extending
the algorithm, van Deemter (2002) incorporates
Boolean logic to enhance informativeness and rele-
vance, ensuring the generated expressions are both
clear and contextually appropriate. To evaluate the
performance of existing algorithms, Viethen and
Dale (2006) present a dataset of human-produced
referring expressions, noting significant differences
between human and algorithm-generated expres-
sions. For a shared task, Gatt and Belz (2010)
evaluate REG systems by applying theoretically
motivated criteria based on the Gricean Maxim of
Quantity. They measure the minimality of attribute
sets, ensuring that descriptions include no more
information than required for identification.

Open-ended Generation An initiative to create
a more powerful generative model builds upon the
foundation of an RNN language model, incorpo-
rating discriminative models inspired by Grice’s
maxims (Holtzman et al., 2018). This setup aims to
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produce language that is coherent, informative, and
contextually relevant, marking a departure from
generic responses. Evaluations suggest that lan-
guage generated by this model is preferred by users
over competitive baselines, offering improvements
in coherence, style, and information content.

Summarisation The Gricean maxims, particu-
larly those of Quantity, Relation, and Manner, find
significant application in the field of text summari-
sation, guiding systems towards generating concise
and contextually relevant summaries. Sripada et al.
(2003) highlight an operational weather-forecast
generator that selects trends and patterns, convert-
ing these into linguistic expressions for textual sum-
maries. This process, rooted in Gricean maxims,
ensures communication with users is clear, infor-
mative, and pertinent, showcasing the maxims’ role
in enhancing data-to-text communication. Krause
et al. (2022) focus on list verbalisation in Knowl-
edge Graph QA systems, addressing the challenge
of summarising too many potential answers to open
questions. Their approach, informed by Gricean
maxims, employs graph-based and language model-
based measures to rank answers, emphasising the
need to balance content that is both popular and
contextually appropriate.

Translation In translation studies, the Gricean
maxims are utilised as analytical tools to navigate
the pragmatic complexities involved in transfer-
ring meaning across languages. Robinson (2002)
discusses the application of these maxims in trans-
lation, emphasising the translator’s challenge to
preserve or adapt the original author’s violations
of these maxims to maintain the intended implica-
tures in the target text. This approach underscores
the role of pragmatic implicature for translators
to effectively communicate the original message
to a new audience. Sanatifar and Kenevisi (2017)
address the cultural nuances of applying Grice’s
maxims in translation, suggesting a reformulation
within a framework of faithfulness to make them
more adaptable to the diverse needs of translation.
Their analysis of examples from translations show-
cases the potential adjustments needed to align
these maxims with the specific requirements of
translation tasks. For fiction translation, Abualadas
(2020) explore the application of Grice’s maxims
in the Arabic translations of "Animal Farm," in-
vestigating the communicative principles underly-
ing character-to-character, narrator-to-reader, and
translator-to-reader interactions. The study reveals

a higher level of explicitness and informativeness
in the translations, indicating the translators’ ef-
forts to adhere to conversational maxims during the
mediation process, albeit with a noted increase in
explicitness that may affect reader engagement and
the persuasive power of the text.

Image Descriptions Elliott (2014) provide
an overview of the image description literature
through the lens of Grice’s maxims. They critique
current models for focusing mainly on semantic
correctness and relevance, neglecting the maxim
of Quantity, which results in overly detailed
descriptions. They stress the need for evaluation
models that balance all maxims, noting that as
computer vision accuracy improves, the distinction
between relevant, quality descriptions and those of
adequate quantity becomes crucial, a nuance often
missed in current human judgements but adhered
to in gold-standard crowdsourced descriptions.

Human Evaluation Across NLG tasks the max-
ims have also been utilised as guidance for hu-
man evaluation of generated language (van der Lee
et al., 2021), e.g. reports or summaries (Ocaña
et al., 2022; Kaczmarek-Majer et al., 2022). Most
recently, Google’s LaMDA (Thoppilan et al., 2022)
system’s metrics (Sensibleness, Specificity and
Interestingness) for human evaluation have been
mapped to the Gricean maxims (Wahlster, 2023).
See also Dialogue Evaluation in Section 4.3.

4.2 NLU

Reasoning Work on inverting Grice’s maxims to
learn rules from natural language texts (Sorower
et al., 2011) highlights a novel approach to extract-
ing domain knowledge from concise information
sources like news articles. This method models
the probability of facts being mentioned, leverag-
ing the understanding that texts often contain just
enough information for readers to infer the missing
pieces based on shared knowledge. By formalis-
ing the maxims of truthfulness and conciseness,
this approach successfully infers more information
from texts than standard methods, illustrating the
applicability of Grice’s maxims in learning from
incomplete data.

Sentiment Analysis In exploring strategies to
challenge sentiment analysis systems, Mahler et al.
(2017) employed linguistic manipulations based on
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Gricean principles. By editing test data to create
instances where conversational maxims are flouted,
the study assessed the systems’ abilities to interpret
the underlying sentiment correctly. This approach
revealed significant challenges for NLP systems,
especially when dealing with semantic and prag-
matic manipulations that subtly convey sentiment
through the violation of Grice’s maxims.

Multi-Agent Decision Theory Research into
multi-agent decision-making demonstrates how
the cooperative principle and Grice’s maxims
of Relevance, Quality, and Quantity naturally
emerge from decision processes involving multi-
ple agents (Vogel et al., 2013). Using a decen-
tralised decision-making model, the study shows
that agents’ reasoning about each other’s beliefs
and intentions—aligned with Gricean communica-
tive behaviour—significantly improves task perfor-
mance.

Semantic Paths A proposal for using Gricean
maxims to validate semantic paths in knowledge
bases underscores the potential for these princi-
ples to ensure coherence and relevance in informa-
tion retrieval (Harabagiu, 1996). This approach
posits that Gricean maxims can serve as a filter
for irrelevant information, facilitating more effec-
tive and contextually appropriate responses from
knowledge-based systems.

4.3 Interactive Systems
Combining aspects and tasks from both NLG and
NLU, Interactive Systems can also be developed
and evaluated according to the Gricean maxims,
as the cooperative principles can guide effective
communication between user and system.

Question-Answering In question-answering sys-
tems, Gricean maxims serve as guiding princi-
ples to enhance the interaction between users and
databases or information systems. Early work by
Gaasterland et al. (1992) highlights the importance
of cooperative behaviour in these systems, advocat-
ing for responses that go beyond direct answers to
include extra or alternative information that aligns
with the users’ needs and expectations. This ap-
proach, rooted in the maxims, aims to make these
systems more user-friendly and efficient in deliv-
ering relevant information. Following this founda-
tional work, Qwaider et al. (2017) apply Gricean
principles to rank answers in community question-
answering forums. They use semantic similarity

and polarity terms to evaluate responses based on
the maxims of Quantity, Relation, and Manner, aim-
ing to identify the most informative and contex-
tually appropriate answers. Freihat et al. (2018)
explores the application of Grice’s maxims from
an engineering perspective, focusing on the exten-
sional relevancy of answers to rank them according
to their informativeness.

Question Generation Gricean-inspired evalua-
tion metrics are proposed for generating follow-
up questions in conversational surveys (Ge et al.,
2023), leading to more dynamic and personalised
experiences. In an educational setting, Rabin et al.
(2023) propose a model that generates gap-focused
questions (GFQs) to facilitate effective dialogue.
They base their discourse desiderata on the maxims
of Relevance, Quantity, and Manner to ensure the
answerability of the question, and that while the
answers should not yet be in the common ground,
all the information used in the question should be.

Conversational Agents The development of con-
versational agents has long explored aligning with
Gricean maxims to ensure natural and effective
user-agent communication. Bernsen et al. (1996a)
explore how new maxims formulated for human-
bot dialogues relate to Gricean principles, empha-
sising the preservation of the Quantity maxim to
ensure unambiguous and contributing responses
in conversations. Further refining these ideas,
Bernsen et al. (1996b) present a set of principles for
cooperative spoken human-machine dialogue, de-
veloped through user testing and comparisons with
human-human dialogue theory. These principles
extend Grice’s Cooperative Principle, addressing
specific aspects of dialogue not covered by the orig-
inal maxims and offering a practical framework for
designing and evaluating spoken dialogue systems.
The application of Gricean maxims in designing
conversational agents has been further explored by
Saygin and Cicekli (2002), who provide a prag-
matic analysis of human-computer conversations.
They examine how computers’ violations of the
maxims affect their ability to imitate human con-
versational behaviour, highlighting the challenges
and requirements for conversational agents to suc-
cessfully cooperate within human communication
frameworks. In Golland et al. (2010) a game-
theoretic model where a rational speaker generates
utterances by considering the listener’s perspective
according to the Maxim of Manner significantly
outperforms a baseline reflex speaker in generat-
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ing spatial descriptions. In the context of mental
modelling, Briggs and Scheutz (2011) introduce an
algorithm that integrates belief revision and expres-
sion, enabling robots to monitor and update the be-
liefs of their conversation partners while adhering
to Gricean maxims of language use. Similarly, Giu-
lianelli (2022) propose the development of NLG
systems that learn pragmatic production decisions
through experience, by evaluating goals, costs, and
utility in a human-like fashion, and show how their
framework and cost model map to the Gricean max-
ims. Jacquet and Baratgin (2020) propose a chatbot
model aimed at enhancing the pragmatic aspects
of language processing, stressing the importance
of distinguishing between sentence processing and
information processing, to generate responses that
address the user’s informational needs and situa-
tional context simultaneously.

Implied meanings, which are not directly stated
but understood from context, present a signifi-
cant challenge for conversational agents due to
their reliance on subtle cues and contextual knowl-
edge. For example, Gricean maxims have been ap-
plied to humour generation with moderate success
(Sjöbergh and Araki, 2008). Tatu and Moldovan
(2012) explore the extraction of conversational im-
plicatures, advancing the ability of conversational
agents to discern and convey implied meanings
within dialogues. Their work enhances the agents’
interpretative layer, allowing for a deeper under-
standing of the subtleties present in human con-
versations. Sarcasm, as an extreme form of im-
plied meaning, introduces additional complexity.
With Chandler, Oprea et al. (2021) introduce a sys-
tem adept at sarcastic response generation, which
moves away from the traditional understanding of
sarcasm in light of Grice’s quality maxim and in-
stead focuses on the crucial role of intention behind
utterances.

Dialogue Evaluation Evaluating conversational
agents for their adherence to Gricean maxims pro-
vides insights into their effectiveness and user
satisfaction. Many works propose frameworks
where human raters assess dialogues based on
Gricean categories (Jwalapuram, 2017; Lordon,
2019; Langevin et al., 2021; Ngai et al., 2021; Nam
et al., 2023). Additionally, Sanguinetti et al. (2020)
and Di Lascio et al. (2020) cluster error types for
tagging into a coarse-grained taxonomy inspired by
the maxims. Through their metric called Relative
Utterance Quantity (RUQ), Khayrallah and Sedoc

(2021) assess a model’s preference for generic "I
don’t know" responses even when more informa-
tive responses are available, classifying them as a
failure to adhere to the Maxim of Quantity.

Human-AI Interaction Human-AI interactions
provide a rich area for applying and testing Gricean
maxims, offering insights into how these princi-
ples influence user satisfaction and system perfor-
mance in real-world settings. In costumer service,
Chakrabarti and Luger (2015) and Gnewuch et al.
(2017) focus on designing conversational agents
that improve service quality by understanding the
context and intent behind conversations by draw-
ing on the cooperative principle and social response
theory, they propose design principles for agents
that can engage users in a more meaningful and
contextually relevant manner. Xiao et al. (2020)
explore the effectiveness of chatbots in surveys,
finding that adherence to Gricean maxims results
in higher engagement and response quality. Sim-
ilarly, Panfili et al. (2021)’s study revealed that
violations of Grice’s maxims in interactions with
Alexa led to user frustration, with Relevance viola-
tions being particularly aggravating. Building on
this, Jacquet et al. (2018) and subsequent studies
by overlapping authors in 2019a and 2020, fur-
ther explore the cognitive dimensions of human-
AI communication. They examine how deviations
from Gricean principles impact response times and
cognitive load, demonstrating that violations, es-
pecially of the Relation and Quantity maxims, can
significantly burden the interaction process. Their
work highlights the cognitive cost of processing in-
formation when conversational norms are not met,
suggesting that AI systems should minimise these
violations to facilitate smoother and more natural
dialogues. Focusing on the Maxim of Quantity,
Singh et al. (2021) present a mechanism for robot
teams to verbalise and explain their actions and in-
tentions to improve human understanding, showing
that this approach, implemented on three Pepper
robots (Pandey et al., 2018), results in the greatest
comprehension compared to other methods. This
sort of explanation transparency is likewise stressed
in (Scheutz et al., 2022), especially when rejecting
human commands. Unlike Singh et al. (2021), they
incorporate all Gricean maxims in their definition
of transparency. In another framework, the Maxim
of Quality is used in an intentional operator to keep
an interaction from failing if the agent encounters
uncertainty about conflicts in a user’s statements
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and its ontology (Hoorn and Tuinhof, 2022). Setlur
and Tory (2022) study how Gricean maxims can
guide the design of chatbot interfaces for data ex-
ploration. By employing cooperative principles,
they aim to create chatbots that better support users’
information-seeking behaviours, adapted to spe-
cific modalities like text and voice. Their Wizard
of Oz studies (Dahlbäck et al., 1993) reveal user
preferences for intent interpretation and highlight
the need for chatbot design to adapt based on in-
terface affordances, ensuring that interactions are
both informative and contextually appropriate. The
maxims have also been used to structure effective
responses when communicating about AI safety
to diverse stakeholders (Kaas and Habli, 2024) or
about bugs to developers (Chopra et al., 2024).

Kasirzadeh and Gabriel (2023) explore the align-
ing of conversational agents with Gricean maxims
more critically, emphasizing the need for context-
specific adaptation. They argue that while Gricean
maxims offer a foundational framework for design-
ing aligned conversational agents, the application
of these principles is not straightforward due to con-
textual variations and propose a principle-based ap-
proach, highlighting the importance of understand-
ing how these maxims operate in different domains.
Similarly, Goodman and Frank (2016) suggest the
use of the Rational Speech Act model, which re-
places Grice’s maxims with a utility-theoretic co-
operative principle that reflects the communicative
and social priorities of real-world agents. Lastly,
sometimes people will purposefully not follow co-
operative principles. Hence, in conversational set-
tings with a virtual agent or social robot, it is ben-
eficial for the artificial partner to accept that its
human counterpart might not follow the Gricean
principles and adapt accordingly (Nijholt, 2011).

5 LLMs

With the widespread use of LLMs, expectations
are emerging for them to have pragmatic abilities:
to interpret and generate language in context. In
the following, we look at recent approaches that
use Gricean maxims to evaluate and potentially
improve these capabilities.

Hu et al. (2023) perform an in-depth evaluation
comparing the performance of LLMs with humans
across a spectrum of pragmatic phenomena. Their
research reveals that top-tier models match humans
in terms of accuracy and error tendencies, showing
a preference for literal over heuristic interpreta-

tions. However, challenges arise with scenarios
that demand an understanding of violated social
norms.

Similar gaps are found by Pietro et al. (2023)
when analysing ChatGPT’s grasp on pragmatics,
identifying its proficiency across various domains
but pinpointing deficits in understanding humour,
metaphors, and adhering to the quantity maxim.
Tao et al. (2024) corroborate these findings with a
naturalness metric that is based on the cooperative
principles and the model again most frequently vi-
olating the Maxim of Quantity. Investigating the
reverse, Yue et al. (2024) studied if LLMs can spot
maxim violations and implicatures. They find that
while the performance of LLMs did not signifi-
cantly vary with respect to different conversational
maxims, variability existed in the performance
among models. Miehling et al. (2024) propose
an augmented set of conversational maxims to eval-
uate and guide interactions between humans and
LLM-driven conversational agents, adding maxims
for Benevolence (to avoid harm) and Transparency
(admitting limitations).

Gricean maxims are also used in critiques of the
application of LLMs like ChatGPT in legal environ-
ments (Ladkin, 2023), focusing on its tendency to
produce unverified content, termed "r-lying." This
critique leverages Grice’s Quality maxim to ques-
tion the reliability and accuracy of responses gener-
ated by LLMs, underlining the imperative for tech-
nological advancements to mitigate these issues. In
entity description generation, Goyal et al. (2023)
adapt the maxims of Quality and Relation into fac-
tuality and congruity. Their evaluation paradigm
disentangles factual errors (nonfactual descriptions)
from contextual errors (incongruous descriptions).
They find that models struggle with accurate de-
scriptions of less familiar entities, raising concerns
about the trustworthiness of language models, as
these errors are harder for human readers to detect.

In multilingual contexts, Park et al. (2024)
broaden the scope of assessing LLMs’ pragmatic
skills to include Korean, utilising diverse ques-
tion formats to test narrative response capabilities.
Their study demonstrates GPT-4’s strong perfor-
mance, while cautioning against prompting meth-
ods that skew towards literal interpretations, thus
limiting pragmatic inference. In the educational
domain in German, AI-driven pedagogical agents
are evaluated by applying Gricean principles ex-
tended with a Trust maxim (Wölfel et al., 2024).
The findings emphasise trust as a crucial factor in



478

the educational efficacy of chatbots, suggesting that
fidelity to Gricean norms can significantly impact
the utility and dependability of conversational AI
in learning contexts.

These investigations collectively underscore the
ongoing effort to give LLMs a deeper under-
standing of pragmatic nuance. While significant
progress has been made, the reviewed works high-
light the particular relevance of the maxim of Quan-
tity in addressing overgeneration issues in LLMs
(Pietro et al., 2023; Tao et al., 2024) and the ap-
plication of the maxim of Quality in improving
their expression of uncertainty (Hoorn and Tuinhof,
2022). Achieving full pragmatic alignment remains
a challenge, pointing to future research directions
that could bridge the gaps in current capabilities.

6 Criticisms and Future Work

Pragmatic Criticisms The Gricean maxims
should be interpreted within the broader context of
pragmatic theory, acknowledging that while foun-
dational, they face criticism and alternatives.

As argued by Davies (2000), there is a need to
distinguish between the colloquial use of "coopera-
tion" and the use intended by Grice, a distinction
he terms "cooperation drift." Similarly, Chen and
van Deemter (2023) emphasise the need for ex-
plicit definitions of over- and under-specifications
in referring expressions, noting that these are of-
ten loosely aligned with Gricean principles without
clarifying "required" actually means.

Neo-Griceans (Horn, 1972; Atlas and Levinson,
1981) simplify Grice’s maxims into two principles:
the Q-principle, which encourages providing suffi-
cient information while avoiding unnecessary de-
tails, and the I-principle, which emphasizes clarity
and informativeness. This approach aims to cre-
ate a more unified and manageable framework for
understanding conversational implicatures

Additionally, some scholars argue that Grice’s
maxims are vague and oversimplify communica-
tion complexities (Frederking, 2004). Others ques-
tion their universal applicability, noting real-world
deviations (Levinson, 2000), or the dynamic ne-
gotiation of meaning that sometimes breaks these
maxims to achieve understanding (Clark, 1996).
Power dynamics and politeness strategies, which
also influence conversations, are insufficiently ad-
dressed by Grice’s framework (Leech, 1983; Brown
and Levinson, 1987).

Cultural Adaptation As mentioned by Hovy
and Yang (2021) culture and language are fused,
thereby making a language analysis without look-
ing at the social and cultural aspects of it limited in
its insights. This also holds for the Gricean max-
ims. As Danziger (2010) documents, while the
maxims were intended as universal, certain cul-
tural settings might interpret the maxims differ-
ently, indicating a need for cultural adaptation of
these principles. A promising way to deal with this
is participatory design, where stakeholders affected
by AI systems should participate in their design
(Delgado et al., 2023). An example of an applica-
tion with relevance to the Gricean maxims is the
study by Medhi Thies et al. (2017) who explored
chatbot preferences in an exploratory Wizard-of-
Oz study among young, urban Indians. Machali
(2012), Olaniyi and Oyinbo (2021), and Kamal and
Mhamed (2023) contribute to the discourse by ex-
amining the structure of Grice’s Maxims within
the Indonesian, Nigerian and Moroccan cultural
contexts, respectively. Their findings highlight
the influence of societal expectations, politeness
strategies, and specific linguistic characteristics on
conversational implicatures, suggesting that the
maxims may require re-formulation or adaptation
to align with diverse context dependent cultural
norms.

7 Conclusion

The application of Gricean maxims in NLP reflects
a consistent effort to address the complexities of
human communication, spanning from the founda-
tional stages of the field to current advancements.
This survey is the first comprehensive review of
how these maxims have informed the development
and evaluation of NLP systems across a range of
tasks, highlighting progress in making systems
more pragmatically aligned with human conversa-
tion while also pointing out the existing challenges,
especially regarding cultural variations and con-
versational norms. While some papers focus on
specific subsets of the maxims, others extend them
to capture a broader spectrum of communicative
nuances or reinterpret them for their use-case. Sur-
veyed work suggests that moving forward, the NLP
field can benefit from a more focused integration
of pragmatic and cultural considerations, aiming
to produce conversational agents that better reflect
the intricacies of human communication.
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Limitations

One significant criticism is the potential cultural
specificity of Gricean maxims. Research has sug-
gested that the assumptions underpinning these
maxims may not hold universally across different
languages and cultural communication norms. This
indicates a limitation in applying Gricean princi-
ples as a one-size-fits-all framework for conversa-
tional agents intended for a global audience. It
raises the question of whether these maxims can
fully capture the nuances of non-Western commu-
nication styles or the subtleties of multilingual dis-
course. This survey is impacted by this, as the
majority of works surveyed are done in English
speaking or Western contexts and might not hold
when generalised to other cultural contexts.

Moreover, the Gricean framework primarily fo-
cuses on the ideal cooperative conversation without
accounting for the complexity of real-world inter-
actions that may involve conflict, competition, or
deception. This gap suggests the need for integrat-
ing additional pragmatic theories that can accom-
modate a wider range of communicative intentions
and strategies beyond cooperation.

Furthermore, the operationalisation of Gricean
maxims in NLP often relies on simplified or bi-
nary interpretations of these principles, which may
not fully encapsulate their intended scope or the dy-
namic nature of pragmatics. This simplification can
lead to challenges in addressing the subtleties of
conversational implicature or the fluidity of context
in automated language processing tasks.

In conclusion, while the application of Gricean
maxims offers valuable insights into the pragmat-
ics of language use in computational contexts, it is
imperative to recognise their limitations and the im-
portance of exploring a broader spectrum of prag-
matic theories.
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A Appendix

Maxims

Extended

Dale and Reiter (1995): Lexical Preference, Bernsen et al. (1996a,b): Part-
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ifar and Kenevisi (2017): Faithfulness, Sanguinetti et al. (2020): Non-
Cooperativity, Miehling et al. (2024): Benevolence, Transparency, Wölfel
et al. (2024): Trust

All

Gaasterland et al. (1992); Dale and Reiter (1995); Bernsen et al. (1996a,b);
Harabagiu (1996); Robinson (2002); Saygin and Cicekli (2002); Sripada
et al. (2003); Mellish and Sun (2005); Sjöbergh and Araki (2008); Ni-
jholt (2011); Pereira-Fariña et al. (2012); Tatu and Moldovan (2012); El-
liott (2014); Chakrabarti and Luger (2015); Conde-Clemente et al. (2017);
Gnewuch et al. (2017); Jwalapuram (2017); Sanatifar and Kenevisi (2017);
Holtzman et al. (2018); Lordon (2019); Abualadas (2020); Jacquet and
Baratgin (2020); Xiao et al. (2020); Langevin et al. (2021); Ngai et al.
(2021); Panfili et al. (2021); Giulianelli (2022); Kaczmarek-Majer et al.
(2022); Ocaña et al. (2022); Scheutz et al. (2022); Setlur and Tory (2022);
Ge et al. (2023); Hu et al. (2023); Kasirzadeh and Gabriel (2023); Lad-
kin (2023); Nam et al. (2023); Sadler and Schlangen (2023); Chopra et al.
(2024); Kaas and Habli (2024); Miehling et al. (2024); Park et al. (2024);
Wölfel et al. (2024); Yue et al. (2024)

Manner
Golland et al. (2010); Qwaider et al. (2017); Freihat et al. (2018); Jacquet
et al. (2019a); Di Lascio et al. (2020); Sanguinetti et al. (2020); Krause et al.
(2022); Rabin et al. (2023); Tao et al. (2024)

Relation

Reiter (1990); Briggs and Scheutz (2011); Sorower et al. (2011); Vogel et al.
(2013); Mahler et al. (2017); Qwaider et al. (2017); Freihat et al. (2018);
Jacquet et al. (2018); Di Lascio et al. (2020); Sanguinetti et al. (2020);
Krause et al. (2022); Goyal et al. (2023); Rabin et al. (2023); Tao et al.
(2024)

Quality
Briggs and Scheutz (2011); Sorower et al. (2011); Vogel et al. (2013);
Mahler et al. (2017); Jacquet et al. (2019a); Oprea et al. (2021); Hoorn
and Tuinhof (2022); Goyal et al. (2023)

Quantity

Reiter (1990); Young (1999); Gatt and Belz (2010); Briggs and Scheutz
(2011); Varges et al. (2012); Vogel et al. (2013); Mahler et al. (2017);
Qwaider et al. (2017); Freihat et al. (2018); Jacquet et al. (2018, 2019a);
Di Lascio et al. (2020); Sanguinetti et al. (2020); Tewari et al. (2020);
Khayrallah and Sedoc (2021); Singh et al. (2021); Krause et al. (2022);
Pietro et al. (2023); Rabin et al. (2023); Tao et al. (2024)

Figure 2: The figure categorises papers based on the specific Gricean maxims they address. Some papers mention
all or other maxims but focus only on a subset for in-depth analysis or application. In cases where papers elaborate
on additional maxims beyond the standard ones, these are included in Extended unless the focus is part of a larger
evaluation.
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