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Abstract

We propose a method that extends a BART-
based language generator using the plug-and-
play language model to control the rhetorical
structure of generated text. Our approach con-
siders rhetorical relations between clauses and
generates sentences that reflect this structure
using plug-and-play language models. We eval-
uated our method using the Newsela corpus,
which consists of texts at various levels of
English proficiency. Our experiments demon-
strated that our method outperforms the vanilla
BART in terms of the correctness of output
discourse and rhetorical structures. In existing
methods, the rhetorical structure tends to de-
teriorate when compared to the baseline, the
vanilla BART, as measured by n-gram overlap
metrics such as BLEU. However, our proposed
method does not exhibit this significant deteri-
oration, demonstrating its advantage.

1 Introduction

Language generation technology has been signifi-
cantly improved due to the advance of pre-trained
language models. However, although we would
often like to have a text with a certain discourse or
logical structure, the current technology has diffi-
culty in following such global constraints. In this
paper, we address the task of controlling natural
language generation in terms of the discourse struc-
ture of the generated text.

As a discourse structure, we employ a tree
structure based on Rhetorical Structure The-
ory (RST) (Mann and Thompson, 1988). An exist-
ing work RSTGen (Adewoyin et al., 2022) incor-
porates rhetorical structures into text generation by
transforming trees into embeddings prior to gen-
eration. In contrast to RSTGen, our method dy-
namically controls the rhetorical structure during
text generation using the plug-and-play language
model (PPLM) (Dathathri et al., 2019), as shown in
Figure 1. One significant advantage of our method
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Figure 1: Formulating a task for RST-based text genera-
tion. Our model is based on the plug-and-play language
model (PPLM) that controls language models to gen-
erate texts with a specific attribute a. We consider the
relation label in RST (Mann and Thompson, 1988) as
the desired attribute.

is that fine-tuning of the language model for RST
is not necessary. PPLM was originally designed
to control the topic of the generated text with the
help of a topic classifier. In our method, rhetori-
cal relations are regarded as topics, and a classifier
identifying the rhetorical relationship between text
segments is employed instead of a topic classifier.

We evaluate our method on the Newsela cor-
pus (Xu et al., 2015), a dataset, which consists of
texts at various levels of English proficiency. Our
experiments demonstrated that our method outper-
forms the vanilla BART baseline in terms of the
correctness of output rhetorical structures. In exist-
ing methods, the rhetorical structure tends to deteri-
orate when compared to the baseline, as measured
by n-gram overlap metrics such as BLEU (Papineni
et al., 2002). However, our proposed method does
not exhibit this significant deterioration, demon-
strating an advantage.

2 Related Work

Rhetorical Structure Theory (RST) (Mann and
Thompson, 1988) represents the semantic relation-
ships within a text as a constituency binary tree,
while a dependency tree-based framework (Prasad
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Figure 2: An example of input and output. The input
consists of a binary RST tree and keyphrases (important
words or phrases). The output is a token sequence re-
flecting the specified RST tree and keyphrases.

et al., 2008) also exists. A recent study proposed to
incorporate discourse structures into a language
model using Variational Auto Encoder (Ji and
Huang, 2021). We use RST by following recent
works in generation (Adewoyin et al., 2022; Ji and
Huang, 2021). Early approaches treated the incor-
poration of RST into text generation as a planning
problem (Hovy, 1988; Hovy and McCoy, 2014).
Integrating tree structure into neural network-based
language generators has been actively studied. Ade-
woyin et al. (2022) incorporated RST trees into an
autoregressive language model by converting them
into embeddings. Chernyavskiy (2022) created the
entire text plan as an RST tree, followed by au-
toregressive generation of the text span using a
language model. In contrast to the aforementioned
works, our method dynamically controls rhetorical
structure during text generation using PPLM.

3 RST-based Controllable Generation

For our experiments, we utilize a binary form of
RST tree following RSTGen (Adewoyin et al.,
2022). To construct a binary form of the RST tree
from a text, the text is divided into smaller units,
called Discourse Units (DUs). We assign an index
to each node in the tree, starting from zero. When
the index of a parent node is i, the left child node is
indexed as 2i+1, and the right child node as 2i+2.
The text at a node with no children represents El-
ementary Discourse Unit (EDU), and the text at a
parent node corresponds to a pair of DUs. A parent
node has a relationship label and a nuclearity label
indicating the semantic relationship of sibling DUs.

Task Formulations We formulate the control-
ling text generation based on RST as a conditional

text generation. The input consists of a binary RST
tree, keyphrases, and their positions in the tree. In
this paper, a binary RST tree is represented by a se-
quence of relation labels rel = (rel0, . . . , relN ).
For instance, the RST tree in Figure 2 is encoded
as rel = (Joint,Contrast,Temporal). Keyphrases
are represented as x̂. It is a reference token se-
quence all replaced by masks except the positions
of keyphrases and the special token that indicates
the EDU delimiter. The position of the keyphrases,
although typically a training target, is assumed
known in this study to focus only on RST-based
control. The output is a token sequence x reflecting
the inputs. In this paper, we formulate the genera-
tion of a token within an EDU conditioned on the
specified relation label as follows:

xt+1 ∼ p(xt+1|rel,x:t, x̂) (1)

3.1 Control with Classifier
Our approach to controlling text genera-
tion relies on the plug-and-play language
model(PPLM) (Dathathri et al., 2019). Let a
denote an attribute to be introduced. The goal
of controllable text generation is to model the
distribution p(x|a). PPLM models this distribution
by multiplying p(a|x) with p(x) according to
Bayes’ theorem: p(x|a) ∝ p(a|x) · p(x). A
classifier defines the distribution p(a|x).

Building on the concept of PPLM, we propose
a method to control the text generator to generate
a text reflecting specified relation labels using the
classifier that identifies the relation labels between
EDUs. We model the desired distribution (on the
right-hand side of Equation (1) by multiplying the
distribution represented by the generator with the
distribution represented by the classifier:

p(xt+1|rel,x:t, x̂)

∝ p(rel|xt+1,x:t, x̂) · p(xt+1|x:t, x̂) (2)

Generator We train an encoder-decoder lan-
guage model to generate text based on provided
keyphrases for each EDU. The token sequence
representing keyphrases and their positions x̂ is
encoded, and the decoder generates the token se-
quence x autoregressively. This model can be de-
noted as a language model that represents the fol-
lowing distribution: p(xt+1|x:t, x̂).

Classifier We introduce a classifier that identifies
the relation label between a pair of EDUs. The
input is a pair of EDUs, and the output is a relation
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Figure 3: The process of obtaining an output token at each time-step. At first, the generator produces a token without
any control. Subsequently, the generation process is controlled by the classifier to reflect the relation label. Given
the hierarchical nature of rhetorical structures, tokens are generated with a control based on the relationships at
the lower and higher levels. These tokens serve as candidates for the final output, determined by comparing their
probabilities calculated by the classifier.

label rel. This classifier represents the following
distribution: p(rel|xt+1,x:t, x̂).

3.2 Hierarchy-aware Generation

The token xt+1 at time-step t + 1 is obtained
through the following procedure3: (1) The genera-
tor produces an output token without any control (at
the left of figure 3). (2) Considering the hierarchi-
cal nature of rhetorical structures, we consider two
relationships for the EDU containing the output to-
ken, the relationship at the lower and higher levels.
At each level, we generate a token with additional
control based on the relation label (at the center of
figure 3). These two outputs become candidates for
the final output. (3) We calculate the probability
of each token sequence, including the respective
candidates, having the specified sequence of rela-
tion labels using the classifier. We choose the one
with the higher probability as the final output (at
the right of figure 3).

For example, we generate the token xt+1 in the
third EDU (EDU3) in Figure 2 from the state where
EDU1 and EDU2 have been generated. First, the
generator outputs a token xt+1 without any control:
xt+1 ∼ p(xt+1|x:t, x̂). Next, we control the gen-
eration by the generator to reflect relation labels
using the classifier. From the hierarchy of rhetor-
ical structures, we can consider two relationships
for the EDU containing the output token, the re-
lationship at the lower level of the hierarchy and
the relationship at the higher level. For EDU3
in Figure 2, the relationship at the lower level is
"Temporal" with EDU4, and we call it as the local

relationship. In the same way, the relationship at
the higher level is "Contrast" with the pair of EDU1
and EDU2, and we call it as the global relationship.
For each of these two levels, an output token is
obtained based on the respective relationships. Let
the relation label rel in Equation (2) be "Tempo-
ral" and the input of the classifier be the pairs of
EDU3 and EDU4, one output token xlocalt+1 is ob-
tained : xlocalt+1 ∼ p(xt+1|Temporal,x:t, x̂). In the
same way, the other candidate xglobalt+1 is obtained
based on the "Contrast" relationship : xglobalt+1 ∼
p(xt+1|Contrast,x:t, x̂). For the token sequence
x:t generated up to time-step t, we consider adding
each of the two candidate tokens to it. We insert the
two candidate tokens, xlocalt+1 and xglobalt+1 , obtained in
the previous step into the token sequence x:t. Next,
we calculate the probability distribution of the se-
quence of relation labels for the added token se-
quence by applying the classifier to pairs of EDUs.
The input is a token sequence, and the output is a se-
quence of relation labels rel : p(rel|xt+1,x:t, x̂)
We choose the candidate with the higher probability
as the final output xt+1.

4 Experimental Setup

The Newsela corpus (Xu et al., 2015) consists of
news articles for readers with various English pro-
ficiency levels. Paragraphs extracted from these
articles are utilized as the dataset in this paper. We
employ a trained RST parser (Kobayashi et al.,
2022) to parse each of the dataset. We extract
keyphrases using the trained TopicRank keyphrase
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Model Control Method B-4↑ R-L↑ MTR↑ B-S↑ PPL↓ DM↑ Grammar↑ Redundancy↑ Focus↑ Coherence↑
BART Keyphrase Positions 60.34 73.93 75.16 95.41 175.60 50.11 64.62 -0.20 -0.00 -21.23

+ DST-VAE 40.41 61.32 63.31 93.03 148.06 24.20 63.09 -0.33 -0.00 -18.43
+ RST-Embedding 50.32 69.12 69.95 94.58 190.77 44.84 64.67 -0.02 -0.00 -20.80
+ RST-PPLM (Ours) 60.16 73.73 74.82 95.37 169.57 50.90 64.33 -0.24 -0.00 -21.95

Table 1: Experimental results on the dataset extracted from Newsela corpus (Xu et al., 2015). DST-VAE is based on
DiscoDVT (Ji and Huang, 2021) and RST-Embedding is based on RSTGen (Adewoyin et al., 2022).

extractor (Bougouin et al., 2013). The dataset con-
sists of 25,173, 3,108, and 3,131 samples for train-
ing, validation, and testing, respectively.

We used PyTorch library (Paszke et al., 2019)
for the implementation. The baseline model was
trained by fine-tuning BART (Lewis et al., 2020).
AdamW (Loshchilov and Hutter, 2019) was used
as the optimization method, and the parameters
are included in the appendix. We introduced early
stopping when the validation loss did not decrease
for three epochs.

We use BART, trained to generate text condi-
tioned on the information of keyphrases and their
positions, as the baseline model. We compare
our model with two models; 1) DiscoDVT (Ji and
Huang, 2021) is a discourse structure-based text
generation model. DiscoDVT uses a discrete Varia-
tional Auto Encoder, reflecting discourse structures
into BART (Lewis et al., 2020). 2) RSTGen (Ade-
woyin et al., 2022) introduces additional embed-
ding layers for representing RST trees. Embed-
dings of an RST tree are added to token embed-
dings, which serve as inputs to language models.
We use the RST embeddings from RSTGen as pre-
fix embeddings for the baseline model.

To assess whether the generated texts have spec-
ified rhetorical structures, we use the Standard
Parse-Eval (Morey et al., 2017) metric. This met-
ric measures how well a labeled tree matches the
reference tree in terms of span units. First, we
parsed the generated texts using the same RST
parser used for annotating the dataset to obtain RST
trees. Next, we converted the RST trees into a right-
heavy binary structure following (Sagae and Lavie,
2005). Span, Nuclearity, Relation, and Full re-
fer to evaluations of unlabeled, nuclearity-labeled,
relation-labeled, and fully labeled tree structures,
respectively. We also use BLEU (Papineni et al.,
2002), ROUGE (Lin and Hovy, 2003), and ME-
TEOR (MTR) (Banerjee and Lavie, 2005) as eval-
uation metrics. These metrics evaluate the qual-
ity of the generated texts by comparing n-gram
overlaps with reference texts. BLEU measures

Model Span Nuclearity Relation Full
BART 79.08 65.94 56.69 56.33
+DST-VAE 71.03 50.03 36.78 36.41
+RST-Emb 76.29 60.74 50.52 50.03
+RST-PPLM 82.61 69.57 60.47 60.06

Table 2: Results based on Standard-Parseval.

precision of n-gram, whereas ROUGE measures
recall. METEOR considers both precision and
recall. We report BLEU-4 (B-4), which evalu-
ates the overlap of 4-grams, and ROUGE-L (R-L),
which measures the longest common subsequence
between the generated texts and reference texts.
BERTscore (B-S) (Zhang et al., 2020) is used for
evaluating semantic similarities. Fluency is eval-
uated through perplexity (PPL) computed using
the medium model of GPT-2 (Radford et al., 2019).
Coherence of generated texts is evaluated using
two sets of metrics. Firstly, we measure the re-
call of discourse markers (DM). Discourse markers
are words which semantically connect sentences.
The recall represents the percentage of correctly
generated markers present in the references. Ad-
ditionally, GRUEN (Zhu and Bhat, 2020) is used.
This metric assesses generated texts from following
for perspectives: grammaticality, non-redundancy,
focus, and coherence.

5 Results

Table 2 demonstrates that our model (+RST-PPLM)
achieves higher scores on Standard-Parseval, which
suggests that more texts with correct rhetorical
structures are produced.

Table 1 demonstrates that our model achieves
closer scores to the baseline in terms of all met-
rics while other compared models (+DST-VAE and
+RST-Embedding) obtained lower scores. For ex-
ample, DST-VAE achieves only 40.41 in terms
of BLEU while our model (+RST-PPLM) and
the BART baseline achieve 60.16 and 60.34, re-
spectively. The results suggest that our proposed
method does not exhibit this significant deteriora-
tion in terms of reference-based metrics.
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6 Limitations

In our experiments, we used RST trees with depths
of two or less. Thus, our method primarily con-
siders shallow relationships. In contrast, RSTGen
imposes a limit of twelve or less levels of tree depth,
allowing our proposed method to handle a smaller
range of depths. We aim to explore the application
of our method to deeper trees.

7 Conclusion

We proposed a method for controllable text gen-
eration by language models based on rhetorical
structures, inspired by PPLM. While our model did
not improve accuracy compared to the baseline, it
showed improvement over prior models based on
discourse and rhetorical structures. Additionally,
we evaluated text coherence in terms of discourse
markers and generally observed improved accuracy.
However, the depth of the RST tree considered in
this paper is limited. Thus, we will extend the
proposed model to deeper trees.

8 Applicability to LLMs

This study employed BART as the baseline lan-
guage model. Proposed method can be applied to
recent LLMs under certain conditions. As detailed
in the AppendixC, access to both hidden states and
logit vectors is necessary for controlling the output
using PPLM. Therefore, proposed model also re-
quires access to the model’s hidden states and logit
vectors. As an example, LLaMA (Touvron et al.,
2023) provides access to these components, so our
method is likely applicable to it. Future work will
involve evaluating the accuracy of the proposed
method when applied to LLaMA.
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A Parameters

We use the learning rate lr = 5 × 10−5,
weight_decay = 0.0, smoothing value ϵ = 1 ×
10−8. The maximum number of training epochs
was set to 20.

B Classifier Experiments

Input and Output The input consists of a pair of
EDUs, one being Nucleus and the other Satellite,
with the output being a relation label.

Dataset The RST-DT dataset (Carlson et al.,
2001) comprises annotated news articles from
which EDU pairs, including Nucleus and Satellite,
are extracted for our dataset.

Experimental Setups Table 3 shows the exper-
imental setup. We use BART (Lewis et al., 2020)
as the language model, and for comparison, we
also conduct experiments in the same setting with
BERT (Devlin et al., 2019).

Pre-trained model facebook/bart-base
Training epochs 20

Optimizer AdamW
Batch size Train:10,Valid:5,Test:4

Loss function cross entropy loss
Learning rate 5× 10−5

Table 3: Experimental setups.

Model Accuracy F1
BERT 55.17 37.59
BART 54.53 37.70

Table 4: Experimental results.

Results Table 4 shows that the BART-based clas-
sifier outperforms BERT in the F1 score, although
it is inferior to BERT in the accuracy.

C Implementation Details of PPLM

In an efficient implementation of the Trans-
former (Wolf et al., 2020), the language model’s
internal states Ht are utilized as inputs when out-
putting the token xt+1 at time-step t+1 conditioned
on the output token sequence x:t up to time-step t.

ot+1, Ht+1 = LM(xt, Ht) (3)

xt+1 ∼ pt+1 = Softmax(Wot+1) (4)

Here, the internal states is a matrix that retains Key-
Value information used in the attention calculation
of the Transformer model. PPLM utilizes the gra-
dient from an attribute model p(a|X) to update the
internal states, reflecting attribute a.

∆Ht ← ∆Ht + α
∇∆Ht log p(a|Ht +∆Ht)

||∇∆Ht log p(a|Ht +∆Ht)||γ
(5)

Using the updated internal states H̃t = Ht +∆Ht,
the language model generates x̃t+ 1 based on the
token sequence x: t up to time-step t.

õt+1, Ht+1 = LM(xt, H̃t) (6)

x̃t+1 ∼ p̃t+1 = Softmax(Wõt+1) (7)

D Results on Recalls

Figure 4 demonstrates that our model significantly
improved accuracy for discourse markers like
‘since’ and ‘before’, while showing only a slight
improvement for ‘and’ and ‘for’. While the former
words are closely tied to specific relation labels, the
latter are commonly used in text and have weaker
associations with relation labels. Consequently, the
control based on relation labels proposed in this
paper yields a smaller improvement for the latter
words.
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Figure 4: Experimental results for the recall of each discourse marker. We utilize discourse markers listed in
Appendix A of the PDTB Annotation Manual (Prasad et al., 2007) We use only those discourse markers from the
list that appear more than 30 times in the references.
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