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Abstract

Summarizing long pieces of text is a principal
task in natural language processing with Ma-
chine Learning-based text generation models
such as Large Language Models (LLM) being
particularly suited to it. Yet these models are
often used as black-boxes, making them hard
to interpret and debug. This has led to calls
by practitioners and regulatory bodies to im-
prove the explainability of such models as they
find ever more practical use. In this survey, we
present a dual-perspective review of the inter-
section between explainability and summariza-
tion by reviewing the current state of explain-
able text summarization and also highlighting
how summarization techniques are effectively
employed to improve explanations.

1 Introduction

Against the ever-growing influx of textual con-
tent, being able to effectively summarize long
pieces of text is crucial to extract useful informa-
tion. Whereas once a significant amount of manual
labour would be necessary, now automatic text sum-
marization (ATS) can be performed by deep learn-
ing models, especially as they grow in capabilities
and become more easily accessible (Bubeck et al.,
2023). Nevertheless, such deep learning models
are essentially black boxes. They provide no im-
mediate information regarding their internals, and
they can fail in ways imperceptible to a novice, e.g.
by producing incorrect output that looks legitimate
and create an illusion of understanding (Messeri
and Crockett, 2024; Li, 2023). It is thus of criti-
cal importance that such models can be made ex-
plainable, especially in sensitive fields such as law
(Magesh et al., 2024) and healthcare (Mamalakis
et al., 2024). In this work, we bridge the gap be-
tween text summarization and explainability and
highlight through a literature review their dualistic
relation, namely that on one side summarization
methods help develop explainable methods, and on

the other explainability methods help enhance and
understand summarization methods. Explainability
in summarization can take two forms, each target-
ing different stakeholders. The first form involves
explaining the output of summarization models, in-
tended for the end users of summarization systems.
The second form is focused on understanding and
interpreting the internal workings and mechanisms
of the summarization model, primarily aimed at
debugging the model, which is intended for model
developers.

Why Text Summarization and Explainable
AI(XAI)? An explanation is an attempt at extract-
ing useful, concise information from a complex,
black-box model. Likewise a summary attempts
to extract the essential bits of a longer piece of
text. Seen this way, an explanation summarizes
the model’s prediction, and a summary explains
the summarized piece of text. It is thus beneficial
to consider the two problems together since ap-
proaches to one can inform the approaches to the
other, as we will provide examples throughout the
survey.

Contributions As far as we know, this work is
the first to present an overview of explainable text
summarization and to offer a dual perspective on
how explainability and summarization can mutu-
ally contribute to each other. In the scope of this
work, we use the terms related to explainability and
interpretability interchangeably.

The contributions of this survey are summarized
as follows:

• We review the current state of research on the
intersection between explainability and text
summarization. Our approach is twofold: we
explore how explainability is applied to text
summarization and how text summarization is
utilized to enhance explainability.

• We present an overview and categorization of
the explainability techniques and explanations
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for text summarization.

• We outline the three most used visualization
and evaluation approaches for the explana-
tions for text summarization.

• We discuss and draw conclusions on the prac-
tical usefulness of explainability approaches
in text summarization.

• We highlight the popular models, datasets, and
evaluation metrics for text summarization in
the reviewed papers.

2 Background

Problem Description. Text summarization is an
important problem in NLP around creating short
and informative summaries of longer pieces of text.
Approaches to text summarization can be in two
types: Abstractive summarization methods gener-
ate new sentences by processing the input sentences
(i.e. summarize in their own words), while extrac-
tive summarization approaches directly copy parts
of the input text to construct a summary.

Models. With the development of the
transformer architecture (Vaswani et al., 2017),
transformer-based models such as T5 (Raffel et al.,
2020) are commonly used for text summarization
as in many language generation tasks. Summariza-
tion can also often benefit from other sources of
domain knowledge, such as in knowledge graphs.
To enable the use of these different modalities, ar-
chitectures such as graph neural networks (Kipf
and Welling, 2016; Veličković et al., 2018) can
also find use in summarization pipelines.

Evaluation. Various metrics can be used to eval-
uate generated summaries (see Table 4 in the Ap-
pendix). The most frequently used metrics are vari-
ants of the ROUGE score, in which n-gram overlap
between the input and summary texts is measured.

Tailoring summaries to user intents. Sum-
maries can also be tailored to specific user intents,
which is particularly challenging when dealing with
long-tail user intents. This difficulty arises because
even some of the most advanced LLMs today strug-
gle to accurately recognize and address niche in-
tents, as analyzed and discussed by Bodonhelyi
et al. (2024). The assessment of intent-driven sum-
marization holds significant potential for further
research and novel specialized metrics, capturing
the semantic adequacy of a summary and user sat-
isfaction.

3 Methodology

In this survey, we employ a systematic review
approach following the methodology defined by
Kitchenham and Charters (2007). We detail the
review methodology in Appendix A. We first for-
mulated our research questions with a high degree
of specificity as follows:

RQ1: What are the popular models, datasets,
and evaluation metrics used in existing research on
explainable text summarization?

RQ2: What XAI techniques are employed for
text summarization in the existing research studies?

RQ3: How are such explanations visualized and
evaluated?

RQ4: Can we derive practical conclusions on
the usefulness of Explainability techniques for text
summarization?

RQ5: How can text summarization methods be
utilized by XAI to provide explanations?

We defined a set of related keywords to search
for relevant papers and applied the following search
string to the title, abstract, and keywords: ("ex-
plainable" OR "interpretable" OR "explainability"
OR "interpretability") AND ("text summarization").
We then filter and divide the papers into two cat-
egories: (1) explainability for text summarization
direction, in which explainability techniques are
applied to explain the summarization models out-
puts or internal mechanisms, (2) summarization
for explainability direction, which consists of pa-
pers where text summarization is used to provide
explanations independent of the NLP task under
consideration.

4 Results

In this section, we present the results of our review,
structured according to the research questions for-
mulated earlier and also provide some insights at
the end of each section.

4.1 Text Summarization

This section presents the summarization models,
evaluation metrics, and datasets used in the studies
we reviewed, specifically those where explainabil-
ity is applied to text summarization. Our aim is
not to exhaustively cover all text summarization
models, datasets, and metrics but rather to focus on
those utilized in the reviewed studies.
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4.1.1 Models and Metrics for Text
Summarization (RQ1)

Unlike extractive summarization, abstractive sum-
marization approaches involve understanding the
underlying semantics of the textual content and
generating a new summary that is textually dif-
ferent from the original text. These approaches
utilize complex neural network-based models that
are black-box models due to their opacity and lack
of interpretability. Therefore, explainability tech-
niques are explored for abstractive summarization
to ensure end-users understand and trust the sum-
mary generation process. This is evident in our
results in Table 2, where explainability techniques
are mostly applied to abstractive summarization.

While exploring the papers, we noticed that a va-
riety of Pre-trained Langauge Models (PLMs) have
been used for the task of text summarization. As
shown in Table 2, the most commonly used models
include RNNs, GAMs-based models (Hastie and
Tibshirani, 1985), and Transformer models, out of
which Transformer models, specifically BERT and
T5, are the most used ones.

Additionally, GAM-based models have been em-
ployed in explainable ATS by da Silva et al. (2023),
where they leverage the inherent interpretability of
GAMI for extractive ATS. They apply two GAMI-
based models, Explainable Boosting Machine (Lou
et al., 2013) and GAMI-Net (Yang et al., 2021), as
the decision algorithms for summarization. Al-
though the performance of such methods falls
short compared to more recent back-box architec-
tures, they provide transparency in the prediction-
making process, which is important in extractive
ATS. More recently, Xie et al. (2024) propose a
novel transformer-based architecture for explain-
able biomedical extractive summarization by in-
tegrating graph neural topic models and domain
knowledge into PLMs to enhance performance and
explainability.

Insights: we note the lack of information that
would allow for reproduction of results, as some
works only mention the model types such as
seq2seq and transformers (Wang et al., 2020). Ta-
ble 2, also reveals the dominance of transformer-
based models for explainable text summarization
compared to classical seq2seq models (e.g., RNNs,
LSTMs). This aligns with our expectations within
the scope of this work, given the better performance
and less interpretability of transformer-based mod-
els.

Table 1: How many times each summary evalua-
tion method was used in the reviewed papers (BES:
BERTScore, BAS: BARTScore)

ROUGE BES BAS BLEU Human Eval

# 11 1 1 1 7

Evaluating summaries is one of the most criti-
cal tasks in ascertaining the quality of generated
summaries. Table 1 displays how many times each
metric was used to evaluate summaries in the re-
viewed papers. The ROUGE score is the most
extensively used. On a positive note, 7/17 of the
papers perform some form of human evaluation,
while BERT/BARTScore and BLEU metrics are
also used.

4.1.2 Datasets for Text Summarization (RQ1)
Text summarization datasets typically consist of
pairs of source documents and their corresponding
reference summaries, covering domains such as
news articles, scientific papers, Wikipedia articles.
Large-scale datasets, such as the CNN/Daily Mail
dataset and the New York Times Annotated Corpus,
provide diverse and extensive sources for training
abstractive and extractive summarization models.

Among the datasets we observed during our sur-
vey as mentioned in Table 5 in the Appendix, the
CNN/DailyMail dataset is the most frequently used
for text summarization. In particular for explain-
able text summarization, Kim et al. (2023) provide
the ExplainMeetSum dataset containing meeting
summaries with ’ground truth’ human-annotated
explanation sentences for each summary. Neverthe-
less, there is a lack of such explainable summariza-
tion datasets.

Insights: There is a large literature on text sum-
marization datasets, yet little attention has been
paid to curating explainable text summarization
datasets, e.g., with ground truth explanations. Ex-
tending this line of work to different settings can
be valuable for developing more faithful summa-
rization methods.

4.2 Explainability for Text Summarization

In this section, we report the results related to ex-
plainability for text summarization based on the
studies we reviewed.

4.2.1 Categorization of Explanations (RQ2)
In categorizing the generated explanations, we em-
ploy two primary criteria. The first criterion clas-
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Table 2: Overview of summarization approach, models
used across the surveyed papers. HGAT: hierarchical
graph attention network. LSA: latent semantic analysis.
GAM: Generalized Additive Model. *Authors don’t
provide additional information on the model(s) used.

Approach
(#)

Model # References

Abstractive
(12)

Seq2Seq*
HGAT (Zhan et al.,
2022)

2 (Wang et al.,
2020; Moody
et al., 2022)

BART-Large (Lewis
et al., 2020)

2 (Jiang et al.,
2024; Wang
et al., 2023b)

T5 (Raffel et al., 2020) 2 (Hongwimol
et al., 2021;
Ismail et al.,
2023)

Transformers*
(Vaswani et al., 2017)

3 (Li et al., 2021;
Wang et al.,
2021; Kryś-
ciński et al.,
2020)

Pointer generator net-
work (See et al., 2017)

1 (Norkute et al.,
2021)

RNN (Elman, 1990) 1 (Majumder
et al., 2022)

PEGASUS (Zhang
et al., 2020a)

1 (Saha et al.,
2023)

Extractive
(8)

TextRank and LSA
(Mihalcea and Tarau,
2004)
BERTSum (Liu and
Lapata, 2019)
Sentence-BERT
(Reimers and Gurevych,
2019)
Graph neural networks
(Kipf and Welling,
2016; Veličković et al.,
2018)

4 (Moody et al.,
2022)
(Li et al., 2022)
(Schaper et al.,
2022)
(Xie et al.,
2024)

Transformers*
(Vaswani et al., 2017)

1 (Li et al., 2021)

GAM-based models
(Hastie and Tibshirani,
1985)

1 (Silva et al.,
2022)

Bi-LSTM (Graves et al.,
2013)

2 (Vo et al., 2024)
(Reunamo et al.,
2022)

sifies explanations based on their scope: local ex-
planations are specific to a single prediction for a
particular input, while global explanations refer to
the overall prediction process of the model without
being concerned about a specific input. In the re-
viewed studies, 17 proposed methods out of 19 fall
under local explanations, while only two belong to
the global explanation category.

The second criterion categorizes methods based
on whether they are part of the prediction pro-
cess or whether they require post-processing af-
ter the model’s prediction: self-explaining, also
called ante-hoc, refers to explanations presented
inherently within the prediction process, such as
decision trees, rule-based models, and attention.
This category also includes explainability mech-
anisms that can be integrated during the model’s
processing phase to provide insights before the final
prediction is made, such as injecting interpretable
patterns into attention matrices. On the other hand,
post-hoc explanations require further operation af-
ter the prediction process such as LIME (Ribeiro
et al., 2016). In the reviewed papers, 10 methods fit
the self-explaining category while 9 are considered
post-hoc explainability methods. Explainability
methods can also be categorized as model-agnostic
and model-specific. Post-hoc methods are model-
agnostic because they are applied after training,
regardless of model type, while self-explainable
ones are model-specific as they inherently offer
explainability.

Insights: The significantly higher use of local
explanations rather than global signals the hardness
of obtaining general information about the decision-
making process especially for a text generation task
compared to e.g. tabular data classification. Local
explanations on the other hand provide immediate
information about how the current summary was
generated.

4.2.2 Categorization of Explainability
Techniques (RQ2)

We classify the explainability techniques into four
different categories on the basis of the approach
they adopt to generate explanations or justifications
for the output generated by a black-box model.

Example-driven. These methods discover and
show other examples that are semantically com-
parable to the input instance, usually from avail-
able labeled data, in order to explain the predic-
tion of the input instance. It is also an intuitive
approach that helps the user gain faith in the pre-
dictions being generated. This approach has been
utilized in (Wang et al., 2020), where the reviews
are summarized in the form of a textual summary
and a structured graph. Here, for explainaing the
review summaries, a text instance is picked from
the original text corpus to explain the generated
summary. Ismail et al. (2023) use the Input Reduc-
tion (Feng and Boyd-Graber, 2019) and HotFlip
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Table 3: Overview of frequent combinations of explanation aspects, namely, categories, explainability techniques,
visualization techniques, and representative papers. For each of the column details refer to section 4.2

Category (#) Explanation
Category

Explanation Approach Visualization References

Local Post-Hoc
(8)

Feature
importance

Topic scores, word scores
(SHAP), source attribution

Saliency (4), raw declarative
representation (1)

(Schaper et al., 2022;
Chan et al., 2023;
Norkute et al., 2021;
Ismail et al., 2023; Vo
et al., 2024)

Provenance Natural language through
knowledge graph

Natural language (1) (Silva et al., 2019)

Example driven Adversarial examples Natural language (1) (Ismail et al., 2023)

Interpretable-
by-design

Summarization programs Raw declarative representa-
tion (1)

(Saha et al., 2023)

Local Self-Exp
(9)

Feature
importance

Highlight extraction, in-
teraction matrix, attention
scores, injecting human in-
terpretable patterns into at-
tention matrices

Saliency (3), natural lan-
guage (1)

(Li et al., 2021; Wang
et al., 2021; Norkute
et al., 2021; Li et al.,
2022)

Surrogate
model

Source entailment, key-
word extraction, LLM
generated rationales, topic
modeling

Saliency (2), natural lan-
guage (1), raw declarative
representation (1)

(Kryściński et al., 2020;
Reunamo et al., 2022;
Jiang et al., 2024; Xie
et al., 2024)

Provenance Structured opinion graph Other(1) (Wang et al., 2020)

Global Post-
hoc (1)

Feature impor-
tance

Mining algorithm to ob-
tain explainable informa-
tion about sentiment of
crowd-sourced reviews

Natural language (1) (Moody et al., 2022)

Global
Self-Exp
(1)

Feature impor-
tance

Interpretable by design Saliency (1) (da Silva et al., 2023)

(Ebrahimi et al., 2018) adversarial attacks to gener-
ate bounded worst-case perturbations that change
the model outcome. Nevertheless, unlike counter-
factual examples, adversarial attacks are designed
not to obtain meaningful data instances but to ob-
tain imperceptible perturbations, and thus might
not give interpretable insights about the model.

Feature importance. Feature importance meth-
ods aim to explain the outcome by assigning im-
portance scores to input features, such as lexical
features including word/tokens and n-grams, clus-
tering over NN embeddings (Schaper et al., 2022),
or manual features obtained from feature engineer-
ing. Two popular operations to enable feature
importance-based explanations are first-derivative
saliency and attention mechanism. Such an ap-
proach has been adopted in (Li et al., 2021), where
textual features are evaluated and highlighted to ex-
plain the generated summary. Soft masking, token-
level, and sentence-level extraction help in giving
importance scores to the features, thus deciding
what features are important to be kept in the sum-

mary. Li et al. (2022) employs a human-in-the-loop
pipeline, where interpretable patterns identified by
humans are injected into the attention matrices of
the same or a smaller model. They applied this
approach to extractive text summarization, utiliz-
ing BERTSum, and reported improvements in the
model’s interpretability, accuracy, and efficiency.

Surrogate Model. When a surrogate model is
used for explainability, the summarization model’s
outputs are input to the surrogate model, One well-
known example is LIME (Ribeiro et al., 2016),
which is a model-agnostic method that learns sur-
rogate models using input perturbations. These
approaches are model-agnostic and can be used to
achieve either local or global explanations. A surro-
gate model is used in (Reunamo et al., 2022) where
they propose an explainable extractor for generat-
ing keyword summaries of nursing episodes. To
enhance the extraction process, the authors com-
bine a Bidirectional LSTM-based model for text
classification with LIME. The LSTM model classi-
fies nursing episodes into different subjects. LIME
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is then utilized to explain the classification model’s
results by identifying the most important words
highlighted by the model. These keywords are
subsequently extracted and used as the basis for
summarization, as they are considered the most
central words in each paragraph.

Kryściński et al. (2020) make the important ob-
servation that ensuring each summary sentence is
entailed by a source sentence helps establish the
factual accuracy of the summary, and they train a
surrogate model to perform the entailment.

Provenance-based. Provenance-based explana-
tions attempt to illustrate the model’s prediction
process, where the final prediction is the result of
a series of reasoning steps, e.g. Silva et al. (2019)
develop a text entailment method in which a natural
language explanation is generated along with the
model output based on lexical knowledge graph.
Wang et al. (2020) presents an interactive review
summarization system that provides both a graph-
structured summary of the different opinions men-
tioned in the reviews and a textual summary of
the reviews. The system provides the provenance
of the opinions presented in the summary by trac-
ing back the original reviews from which opinions
were extracted. As an example of an inherently-
explainable (self-explaining) summarization model,
Saha et al. (2023) propose to generate summaries
based on summarization programs, binary trees
that show how each sentence in the summary was
created by referring back to the input sentences.

Insight: Referring to RQ2 from our initial re-
search questions, in Table 3, the feature impor-
tance technique is the most extensively used ex-
plainability technique (with 8 out of 17 papers). It
is well-known that features and their attributions
(i.e., quantified importance for the model output)
belong to the most reliable explanation aspects for
understanding the predictions of black-box models.
Other techniques like provenance-based, example-
driven, and surrogate models account for 2, 1, and
4 papers respectively.

4.2.3 Visualizations of Explanations (RQ3)
Communicating the explanations visually to the
user is a critical part of XAI, since often the users
inspecting the explanations are not expected to be
ML experts. Generally the data format returned
by the explanation method constrains the kinds of
visualizations that can be done. Here we give an
overview of the common visualizations used across
the papers we reviewed.

Saliency maps, in which different parts of the
input are highlighted in different intensities corre-
sponding to numerical quantities assigned to them,
be it feature importance scores or attention weights,
are frequently used for those methods of explana-
tions. Compared to bar charts, saliency maps can
be easier to read by embedding the information
directly into the input text. Table 3 shows that as
feature importance methods and attention scores
are frequently used for explanations, saliency maps
are the most widely used visualization method.

Raw declarative representations directly visu-
alize the explanation in a data format specific to
the method, such as a graph of topics (Wang et al.,
2020) or a binary tree showing the relationship be-
tween input and summary sentences (Saha et al.,
2023).

Natural language explanations that might be
generated by another language model or extracted
from the input sentence (e.g. keywords) are natu-
rally visualized as text, such as in (Moody et al.,
2022).

Other visualization methods. Beyond the
above categories of visualization methods, other
methods include scoring or inferring the similar-
ity between the generated summary and the input
text, as depicted in Fig 1a in the Appendix. Wang
et al. (2020) employs a multi-view interactive visu-
alization approach to represent the review summary.
Their structured summary utilizes directed edges
between nodes, color-coded nodes indicating as-
pect categories, and font size variations reflecting
opinion frequency. The opinions reflected in the
generated summary are also color-coded.

Insights: what makes an explanation and its vi-
sualization helpful is highly problem-specific and
evaluating an explanation’s quality is a non-trivial
task (Nauta et al., 2023). Since feature importance
methods are the most commonly used kind of ex-
planations among the papers we surveyed (Table
3), saliency maps are most frequently used for visu-
alization. While such maps can effectively display
keywords or important sentences, they give little
insight into the summarization process or the struc-
ture between the input/summary sentences. More
expressive formats such as graphs (Saha et al.,
2023) can be used along with appropriate expla-
nation methods to derive richer insights from the
summaries.
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4.2.4 Evaluation of Explanations (RQ3)

This section presents how explanations are evalu-
ated in the works we reviewed; we base our catego-
rization on (Danilevsky et al., 2020):

No or informal examination: most reviewed
studies don’t evaluate the explanations or only pro-
vide an informal examination. In some papers,
the quality of explanations is assessed based on
their impact on summarization task performance,
measured through human evaluation (Wang et al.,
2021) or metrics such as the ROUGE score and
BERTScore (Jiang et al., 2024; Li et al., 2021).
This trend is primarily seen in papers where the
explanation approach falls into the self-explainable
category.

Human evaluation: only two out of 17 studies
employ human-based evaluation, involving two and
three experts evaluating the explanations of sum-
maries in (Norkute et al., 2021) and (Saha et al.,
2023), respectively. This is unsurprising, given the
high cost associated with human-based evaluation.
In this category, Saha et al. (2023) evaluate the
model’s immutability, including how well humans
can generalize to the model’s reasoning patterns
with new, unseen inputs based on the provided ex-
planations.

Comparison to ground truth: ground truth
evaluation involves comparing the generated ex-
planations with human-annotated textual explana-
tions (Wiegreffe and Marasovic, 2021), considered
ground truth for evaluating explanations. This lack
of ground-truth evaluation relates to our earlier
point in 4.1.2, highlighting the lack of explainable
datasets for ATS, where we only encountered one
paper. We use this section to reiterate the need
to extend the work on constructing datasets with
human-annotated explanations for ATS.

Insights: evaluating XAI methods and expla-
nations remains an open challenge in the research
field. The lack of evaluation of XAI methods ap-
plied to ATS can be attributed to the fact that ex-
isting XAI evaluation frameworks primarily focus
on computer vision (Hedström et al., 2023; Arras
et al., 2022; Kokhlikyan et al., 2020). Those that do
support textual use cases mainly focus on classifi-
cation tasks (Attanasio et al., 2023). However, this
is concerning, given research showing that some
XAI methods can be unfaithful (Slack et al., 2020;
Turpin et al., 2023; Kozik et al., 2024). Therefore,
evaluating quality metrics for explanations, such as
fidelity, is crucial, especially in high-stakes envi-

ronments like the ATS of health or legal documents.
This aligns with previous calls by the XAI commu-
nity (Longo et al., 2024; Freiesleben and König,
2023) and should prompt further research on devel-
oping evaluation frameworks for XAI methods in
NLP, extending current frameworks to tasks like
ATS, creating explainable datasets, and facilitating
human evaluation studies for explainable NLP.

4.2.5 Conclusions on the Practical Usefulness
of Explainability Approaches (RQ4)

Referring to our initial research questions, partic-
ularly RQ4, it is evident from our survey that ex-
plainability techniques are gaining traction in the
field of text summarization. The common use of
post-hoc methods (9 out of 19) highlights the com-
munity’s interest in methods that provide insights
after the model predictions to understand and ver-
ify model behavior. In this direction, future work
on interpreting transformer-based summarization
models decisions can include leveraging mechanis-
tic interpretability approaches that focus on reverse
engineering a model’s decisions and decomposing
them into understandable pieces (Templeton et al.,
2024; Wang et al., 2023a)

On the other hand, the frequent use of ante-
hoc methods (10 out of 19) also indicates the in-
terest in integrating inherent interpretation within
the models. This aligns with the increasing fo-
cus on developing analysis methods tailored to
transformer-based model architectures (Mohebbi
et al., 2023a,b)

Moreover, feature importance techniques are
most utilized, highlighted in 11 of the 17 surveyed
papers. This method is especially valued for its
ability to quantify the importance of features in the
decisions made by black-box models. Such feature-
based approaches are prevalent in text summariza-
tion, vision-related, and tabular methods (Borisov
et al., 2022), indicating their general reliability
and effectiveness in making AI systems more inter-
pretable.

For effective visualization, XAI techniques for
text summarization should prioritize simplicity,
clarity, and alignment with human intuition. Inter-
active tools, heatmaps, and consistent visual styles
enhance understanding and allow users to explore
how different inputs influence model predictions.
Scalable visualizations incorporating annotations
and clear documentation are crucial for handling
complex datasets and ensuring that explanations
remain accessible to all users, regardless of their
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technical background.
The existing gap in evaluating explanations for

ATS can hinder the practical usability of explain-
ability models, especially when summarization is
employed in high-stakes environments. As pointed
out in 4.2.4, more efforts are necessary to bridge
this gap.

Overall, the practical usefulness of explainability
approaches in text summarization is increasingly
recognized which is essential for building trust and
transparency. However, further research is needed
to develop comprehensive evaluation frameworks
and specialized datasets for explainable text sum-
marization.

4.3 Summarization for Explainability (RQ5)
In this section, we highlight some previous work
on how summarization and summaries contribute
to explainability.

One way explainability benefits from summaries
is by using summaries and summarization in con-
structing explainable NLP datasets. Explainable
NLP datasets contain human-annotated textual or
human-written justification for the correct label.
These datasets exist for various NLP tasks like sen-
timent classification, claim verification, and ques-
tion answering. Wiegreffe and Marasovic (2021)
reviews and classifies explainable NLP datasets
into three categories by explanation type: struc-
tured, highlights, and free-text. One example of
a dataset that utilizes summaries to construct a
free-from explainable dataset for claim verifica-
tion is LIAR-PLUS (Alhindi et al., 2018), where it
contains web-scraped human-written fact-checking
summaries that are used as explanations.

Another application direction is using summa-
rization approaches in the process of generating
explanations; this is primarily seen in fact-checking
related work. Atanasova et al. (2020) uses LIAR-
PLUS and employs an extractive summarization-
based approach to generate veracity explanations
where LIAR-PLUS is used as a dataset. Their ap-
proach involves training DistilBERT-based models
to optimize the extraction of top k sentences similar
to the gold justification, where the ROUGE-2 F1
score measures similarity. More recently, Russo
et al. (2023) integrates summarization in a claim-
driven framework to generate justifications by em-
ploying various summarization approaches. They
experiment with both extractive and abstractive text
summarization methods. Initially, several extrac-
tive techniques are applied, followed by a combina-

tion of these techniques with an abstractive summa-
rization step performed by different pre-trained lan-
guage models. This combination achieves the best
results when training data is available, highlighting
the effectiveness of combining both extractive and
abstractive methods compared to using each sep-
arately for this task. However, such an approach
was still limited to LMs hallucinations.

In the same application direction, Hongwimol
et al. (2021) presents a knowledge-graph-based sci-
entific literature discovery platform that provides
users with explanations on why certain papers are
selected. For each search query and corresponding
result, an explanation is attached, detailing the rea-
sons for selecting a particular paper. These expla-
nations are provided in the form of a generated text
summary, which utilizes a T5 model to summarize
the filtered abstract of the paper based on the user’s
query. Bacco et al. (2021) employs summarization
as a tool to explain the classification outcomes of
a hierarchical transformer architecture-based senti-
ment analysis system for movie reviews. They use
transformer-based models for extractive summa-
rization where the most important sentences for the
sentiment decision, ranked by attention weights,
are used as a basis for the summary.

Text summarization has shown the potential to
enhance the interpretability of large language mod-
els by facilitating the detection of hallucinations.
Identifying when a model has produced a halluci-
nated output can simplify subsequent explanations
of the model’s behavior. Vakharia et al. (2024)
demonstrate that better summarization ability can
also help overcome hallucinations, which is a sig-
nificant drawback of LLMs, making them harder
to trust and, therefore, interpret. Through a dataset
of conversations along with their human- and
machine-generated summaries and a fine-grained
labeling of the hallucinations present, they show
that teaching the same seq2seq model to both gen-
erate summaries and denote hallucinations (by ap-
pending two different heads to the same encoder-
decoder model) leads both to better summaries and
more accurate detection of hallucinations. While
the approach in (Vakharia et al., 2024) can be ex-
tended to text-generation tasks beyond summariza-
tion, it highlights the synergistic relationship a
model’s performance has with its interpretability
and reliability.

Insights: Summarization has shown its poten-
tial in constructing explainable datasets, generating
explanations for classification use cases, and im-
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proving the interpretability and reliability of LLMs.
This highlights the advantages and opportunities
for further research that leverages summarization
to enhance the interpretability of generative models
and other NLP systems.

5 Related Surveys

Two of the earlier baseline surveys in XAI are pre-
sented in (Adadi and Berrada, 2018; Guidotti et al.,
2018). Adadi and Berrada (2018) serves as a ref-
erence for terminologies and approaches regard-
ing XAI and (Guidotti et al., 2018) classifies XAI
techniques and provides a comprehensive back-
ground regarding the main concepts, motivations,
and implications of enabling explainability in intel-
ligent systems. Explainable NLP surveys include
(Danilevsky et al., 2020; Zini and Awad, 2022;
Luo et al., 2024). Danilevsky et al. (2020) review
XAI techniques in NLP with a focus on explaining
model’s decision for several NLP tasks. Later, Zini
and Awad (2022) extends such review by highlight-
ing the explainability methods on the input and
processing levels. More recently, Luo et al. (2024)
reviews and categorizes the explainability methods
specific only for providing local explanations. Fo-
cusing on LLMs, (Zhao et al., 2024) overviews and
classifies the different approaches for explaining
LLMs based on the training paradigms.

6 Conclusion

This paper presents a dual-perspective review of
the intersection between XAI and ATS. First, we
review the current state of applying XAI to ATS.
Second, we highlight the application of summariza-
tion in enhancing the interpretability of black-box
models. Given our focus on ATS as a use case,
this work aims to promote the practical usability
of XAI in ATS and other generation tasks in NLP
systems. We present this survey as a resource for
researchers and practitioners interested in design-
ing, using, or enhancing the explainability of ATS
systems. We hope this survey also paves the way
for further research into utilizing summarization to
improve the interpretability of NLP-based systems.

Future work: To address the urgent need to
bridge the gap in ground truth evaluation for ex-
plainability methods applied to ATS, future work
could focus on designing explainable datasets for
text summarization. Motivated by suggestions
from (Longo et al., 2024), this could involve aug-
menting human annotations and rationales with

synthetic data to comprehensively evaluate XAI
methods for ATS.

7 Limitations

The results, insights, and trends in this paper are
primarily based on the reviewed literature at the
intersection of XAI and ATS. However, we don’t
claim to cover all the related literature. Our find-
ings may be limited by the scope of the retrieved
literature.
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A Review Methodology

For this review, we employed a systematic ap-
proach by following the methodology defined by
Kitchenham and Charters (2007) with the research
questions as:

• RQ1 What are the popular models, datasets,
and evaluation metrics used in existing re-
search on explainable text summarization?

• RQ2: What XAI techniques are employed for
text summarization in the existing research
studies?

• RQ3: How are such explanations visualized
and evaluated?

• RQ4: Can we derive practical conclusions on
the usefulness of Explainability techniques for
text summarization?

• RQ5: How can text summarization methods
be utilized by Explainable AI to provide ex-
planations?

To restrict the research scope to the focus of
this paper, we then defined a set of related key-
words to search popular databases for relevant pa-
pers. We applied the following search string to
the title, abstract, and keywords: ("explainable"
OR "interpretable" OR "explainability" OR "inter-
pretability") AND ("text summarization")

We queried popular databases databases for rele-
vant papers: ACL anthology, ACM digital library,
IEEE Xplore, and Google Scholar.

After obtaining the initial set of papers by apply-
ing the search strings, we filtered down the papers
based on inclusion and exclusion criteria. Papers
were screened for the inclusion criteria: (1) written
in English, (2) accessible on the web, (3) papers
with a clear focus on text summarization and ex-
plainability (4) peer-reviewed papers. We excluded
the papers that didn’t satisfy all the aforementioned
criteria, except very recent pre-prints that satisfied
the first three criteria.

After filtering down the papers, we divided the
papers into two categories. Papers in first category
represent the Explainability for Text Summarization
direction in which explainability techniques have
been applied to text summarization. The second
category represents the Summarization for Explain-
ability direction and consists of papers where text
summarization is used to provide explanations in-
dependent of the NLP task under consideration.

B Additional Figures and Tables

The appendix contains definitions of evaluation
metrics for text summarization methods (Table 4),
example visualizations of explanations from the
reviewed papers (Figure 1), and a list of text sum-
marization datasets used (Table 5).

Table 4: Popular metrics for evaluating text summariza-
tion.

Metric Description

ROUGE
Score (Lin,
2004)

N-gram overlap between generated
and reference summaries.

BLEU
Score (Pap-
ineni et al.,
2002)

Measure co-occurrence of n-grams in
the generated/reference summaries.

METEOR (Lavie
and Agarwal,
2007)

Aligns words between the gener-
ated/reference summaries for a simi-
larity score.

CIDEr (Lavie
and Agarwal,
2007)

Weighting common n-grams based on
their rarity in the reference texts.

BERTScore (Zhang
et al., 2020b)

Similarity between gener-
ated/referenece summaries through
BERT embeddings.
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(a) Similarity scoring between the summary
and input text (Majumder et al., 2022)

(b) Saliency highlighting (Li et al., 2021)

Figure 1: Some examples of visualization techniques of explanations observed in the surveyed papers.

Table 5: Overview of major datasets for text summarization used in the reviewed papers. Publicly available datasets
can be accessed by clicking on the dataset’s name.

Dataset Domain Description Public

YELP Business Reviews and ratings for businesses on Yelp. ✓

CNN/ DailyMail Journalism News articles and short summaries. ✓

XSUM Journalism News articles and short abstractive summaries. ✓

PubMed Medical Biomedical and life sciences research articles. ✓

FEVER General Fact-checking dataset with claims extracted from
Wikipedia.

✓

MNLI General Sentence pairs with textual entailment annotations. ✓

Amazon reviews E-commerce Customer reviews and ratings on Amazon. ✓

MultiSum General Human-validated summaries for texts and videos. ✓

arxiv Academic Papers from arXiv. ✓

Aggrefact-Unified Research Factuality error annotations separated based on the
summary model.

✓

TAC Academic Datasets used for various shared tasks including text
summarization.

✓

Fake News Corpus Journalism News articles known to contain false information. ✓

CORD-19 Academic Full-text articles on COVID-19 and other coron-
aviruses.

✓

Nursing Entries Medical Nursing entries obtained from a Finnish university
hospital.

✗

ClinicalTrials Medical Custom-made documents describing the proposal
for testing the effectiveness and the safety of a new
treatment,

✗

BBC news sum-
mary

Multidomain Documents consisting of news articles and corre-
sponding reference

✓

https://www.yelp.com/dataset
https://huggingface.co/datasets/cnn_dailymail
https://huggingface.co/datasets/EdinburghNLP/xsum
https://pubmed.ncbi.nlm.nih.gov/download/
https://fever.ai/dataset/fever.html
https://cims.nyu.edu/~sbowman/multinli/
https://www.kaggle.com/datasets/kritanjalijain/amazon-reviews
https://arxiv.org/abs/2306.04216
https://www.kaggle.com/datasets/Cornell-University/arxiv
https://github.com/Liyan06/AggreFact/tree/main/data
https://nlp.stanford.edu/projects/tacred/
https://github.com/several27/FakeNewsCorpus
https://www.kaggle.com/datasets/allen-institute-for-ai/CORD-19-research-challenge
https://clinicaltrials.gov/
http://mlg.ucd.ie/datasets/bbc.html
http://mlg.ucd.ie/datasets/bbc.html
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