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Abstract

Named entities (NE) are integral for preserv-
ing context and conveying accurate information
in the machine translation (MT) task. Chal-
lenges often lie in handling NE diversity, ambi-
guity, rarity, and ensuring alignment and con-
sistency. In this paper, we explore the effect
of NE-aware model fine-tuning to improve the
handling of NEs in MT. We generate data for
NE recognition (NER) and NE-aware MT us-
ing common NER tools from Spacy and align
entities in parallel data. Experiments with fine-
tuning variations of pre-trained T5 models on
NE-related generation tasks between English
and German show promising results with in-
creasing amounts of NEs in the output and
BLEU score improvements compared to the
non-tuned baselines.

1 Introduction

Machine translation (MT) of named entities (NEs)
such as person or place names remains a signifi-
cant challenge even for modern modelling archi-
tectures simply because they appear less frequently
in training data than other words or phrases. Fur-
thermore, new and unseen NEs get created every
day like organization or product names, and even
common nouns in certain contexts can become
NEs. Meanwhile, the task of NE recognition (NER)
has reached a fairly acceptable level for many lan-
guages with precision values of around 80–90%.
Since most conventional MT models are trained
to perform translation based only on the parallel
training data and context provided, they still often
struggle with rare NEs appearing less often during
training or never at all. In such cases, the models
tend to hallucinate by generating output comprised
of tokens or subword units which are statistically
close in the embedding space to the rare NE, but
this can lead to the generation of a novel word or
phrase instead of the proper acceptable translation.

In this work, we look into improving how the
model handles NEs by highlighting them in the
training data and training not only to translate but
also to recognize NEs in plain input text. The
motivation for this approach is for the model to
form a more defined understanding of what cer-
tain NEs look like thus enabling it to handle them
better when performing the MT task. We experi-
ment with multi-task training and fine-tuning the
T5 model (Raffel et al., 2020) for translation be-
tween English and German, as well as its multilin-
gual counterpart mT5 (Xue et al., 2021) and the
updated 1.1 version of T5. We compare the results
with the non-modified versions of T5, mT5, and
the instruction-tuned Flan-T5 (Chung et al., 2022).

Our contributions are 1) a novel, easily repro-
ducible and further extensible method for fine-
tuning transformer models in a multi-task fashion
on named entity recognition and machine transla-
tion tasks; 2) empirical evaluation of the method
on a recent shard task benchmark data set; 3) open-
sourcing of data preparation and training scripts,
and model checkpoints for reproducibility.

2 Related Work

T5 Fine-tuning Etemad et al. (2021) tune the
model on abstractive summarisation using specific
datasets. While the pre-trained model had already
been exposed to this task, such fine-tuning led the
authors to state-of-the-art results on several bench-
marks. Zhuang et al. (2023) propose RankT5 to
expand the capabilities of the T5 model into the
text ranking task. They introduce ranking-specific
losses for the task, significantly improving perfor-
mance on select benchmarks. Tavan and Najafi
(2022) participate in a SemEval shared task 1 on
multilingual complex NER using the encoder from
T5 for feature representation extraction.

1SemEval-2022: https://semeval.github.io/SemEval2022
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NE Translation Ugawa et al. (2018) encode NE
tags alongside tokens and concatenate their em-
beddings. Modrzejewski et al. (2020) explore sev-
eral methods for incorporating NE annotations into
MT to improve NE translation. Their experiments
with English-German and English-Chinese MT on
WMT 2019 test sets demonstrate improvements
over the baseline transformer models when using
fine-grained NE annotations as input factors for
MT training. Zeng et al. (2023) use a dictionary to
look up translation candidates and prepend them to
the decoder input. Hu et al. (2022) augment pre-
training data with NEs replaced in the target lan-
guage, pre-train the model to reconstruct such data
to the original sentences and perform multi-task
fine-tuning of the model on both the reconstruction
task and MT. In contrast to related work, we aim
to perform multi-task training on the monolingual
NER tasks and the multilingual MT tasks.

3 Proposed Approach

Since the existing pre-trained T5 model versions
have already been pre-trained on large multilingual
corpora, the quality of the data used for fine-tuning
on the resource-rich languages plays a more signif-
icant role than the quantity (de Gibert Bonet et al.,
2022). We start with filtering out any critical noisy
data from the WMT232 general translation shared
task training set before tagging named entities in
the form of XML boundary tags. Next, we prepend
instructions to the source side of the training data as
shown in Table 2 to indicate what we expect from
the model in the output. Parallel data for the MT
task have the source side enriched with NE tags
where applicable, and the instruction for NE-MT
at the beginning, while the target side remains as
is. For the NER task, we have the NER instruction
at the beginning followed by the text as is on the
source side, and the text enriched with NE tags on
the target side.

3.1 Training Setup

We combine and shuffle all training data for the
tasks, and experiment with different quantities of
data provided to the model during training in com-
bination with the different model sizes. We tune
the small size models using 100K examples, base
with 1M, and large with 10M respectively. We base
this choice on observations from preliminary exper-
iments where small models often converged before

2WMT 2023 - http://www2.statmt.org/wmt23/

reaching 1M examples and base models converged
before seeing 10M. We apply this to the differ-
ent T5 model variations (T5, T5 1.1, mT5, Flan-
T5) with parameter ranges between around 60M to
around 1B. We use the Adafactor optimizer with
FP16 training, effective batch sizes of 256 for large
models and 512 for base and small sized models,
evaluation every 1000 steps, and early stopping set
to 10 checkpoints of evaluation loss not improving.

4 Data Preparation

We use the English-German parallel data from the
WMT 2023 shared task on general text transla-
tion for experimentation. To develop our models,
we use the general test set from WMT22 and for
evaluation and result reporting – general test set
of WMT23. We first filter the data by removing
noisy parallel segments. Then we populate the data
with NE tags in either the source or target side,
depending on the task. Finally, we prepend task-
specific instructions to all source-side inputs. For
the NER task training data, we use both source and
target MT parallel sentences, essentially doubling
the amount when compared to MT task data.

4.1 Dataset and Filtering
Since most training corpora are produced semi-
automatically, errors such as misalignments be-
tween source and target sentences or direct copies
of source to target can occur, as well as third-
language data in seemingly bilingual data sets.
To avoid such problems, we used data cleaning
and pre-processing methods (Rikters, 2018) that
include: 1) a unique parallel sentence filter; 2)
equal source-target filter; 3) multiple sources - one
target and multiple targets - one source filters; 4)
non-alphabetical filters; 5) repeating token filter;
and 6) correct language filter. We also perform
pre-processing consisting of the standard Moses
(Koehn et al., 2007) scripts for punctuation normal-
isation and cleaning. However, there is no separate
tokenisation or splitting into subword units besides
the tokeniser included with the model.

4.2 NE Tagging and Alignment
We use Spacy (Honnibal et al., 2020) to introduce
NE tags for the source side of MT task training
data and the target side of NER task data. Spacy
was chosen mainly for its good balance of tagging
accuracy, speed, and ease of use. As an additional
quality assurance mechanism, we also tag the target
side of MT data and keep only the NE tags that are

http://www2.statmt.org/wmt23/
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Figure 1: An example of alignment and misalignment between English and German entities. The NER model
recognized “hearing” as an organisation entity for English, but there was no matching NE recognized for German,
so this tag was dropped in the alignment process, while the person and location tags aligned correctly and were kept.

German English
LOC LOC
LOC GPE
MISC -
ORG ORG
PER PERSON

Pr 0.85 0.90
Re 0.84 0.90
F1 0.85 0.90

English Only
CARDINAL DATE EVENT
FAC LANGUAGE LAW
MONEY NORP ORDINAL
PERCENT PRODUCT QUANTITY
TIME WORK_OF_ART

Table 1: Entity alignment dictionary, and Spacy NER
evaluation metrics - precision (Pr), recall (Re) and F1.
The bottom rows list NE types which are not available
for German in Spacy.

symmetric between the two languages, as shown
in Figure 1. The available classes of NEs to be
recognized by NER tools depend highly on the lan-
guage in question and available annotated training
data for that language. Spacy supports recognition
of only four classes in German - locations, organ-
isations, persons, and miscellaneous. Meanwhile,
for English, there are 18 different classes, and for
other languages such as Japanese – even 22 NE
classes. Furthermore, for English, there are two
distinct granularities of location - GPE, which in-
cludes countries, cities, and states, and LOC, which
covers all other non-GPE locations like mountain
ranges, bodies of water, etc. To align recognized
entities between English and German, we prepared
an alignment dictionary as shown in Table 1.

4.3 Instruction Formatting

The original T5 model was initially pre-trained
using data prepared in the instruction-tuning for-
mat with instructions such as “translate English to
German: ” or “summarize: ” prepended to each
training data source input. Such instructions were
also part of Flan-T5 training, but not mT5 or the
1.1 version of T5. We supplement these with in-
structions for NE-aware translation and the NER

Task Instruction
T5 MT translate English to German:
NER recognize English entities:
NE-MT entity translate German to English:

Table 2: Instruction examples for NE-aware T5 tuning.
T5 MT represents instructions already in the pre-trained
models. NER and NE-MT – our additions.

Model Size EN-DE DE-EN

NE-T5 small 25.11 25.98
NE-T5 base 26.29 32.25
NE-T5 large 25.76 32.45
NE-T5 1.1 small 26.15 24.12
NE-T5 1.1 base 16.15 25.33

Table 3: MT evaluation results in BLEU for entity-aware
fine-tuned models.

task as shown in Table 2.
In addition to the existing “translate” instruction,

we add our custom “entity translate” instruction for
input data with pre-annotated NEs. We also add
fully custom instructions for recognising entities
in English and German so that the model can learn
NER for plain text inputs.

5 Results

We evaluate MT performance by computing
BLEU (Papineni et al., 2002) scores using sacre-
BLEU (Post, 2018) and NER performance using

NER NEs
Model Size EN DE EN DE

NE-T5 small 86.86 82.70 333 450
NE-T5 base 84.31 85.21 320 458
NE-T5 large 92.01 91.37 308 447
NE-T5 1.1 small 88.93 85.18 331 451
NE-T5 1.1 base 80.59 81.42 329 495

Table 4: NER results for entity-aware fine-tuned mod-
els. The last two columns represent the number of NEs
recognized in the generated translations.
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Model Size EN-DE DE-EN EN DE

T5 small 26.88 3.48 255 402
T5 base 29.83 3.27 265 415
T5 large 30.23 3.51 247 405
Flan-T5 small 6.48 15.01 281 436
Flan-T5 base 12.63 23.15 312 499
Flan-T5 large 15.31 29.25 318 446

Table 5: Baseline model results on MT for non-fine-
tuned models. The last two columns represent the num-
ber of NEs recognized in the generated translations.

Model Size EN-DE DE-EN EN DE

MT-T5 small 27.65 20.75 266 420
MT-T5 base 30.40 28.61 299 434
MT-T5 1.1 small 17.83 26.69 302 419
MT-T5 1.1 base 22.00 30.72 315 440
MT-mT5 small 16.09 23.50 252 402
MT-mT5 base 17.67 25.88 278 413

Table 6: Baseline results for models fine-tuned on only
MT without entity-aware data. The last two columns
represent recognized NE counts in the translations.

the F1 score. An overview of the main automatic
evaluation results is shown in Tables 3 and 4. By
looking only at the BLEU scores, it does seem like
DE-EN translation improves compared to baseline
results in Tables 5 and 6 while EN-DE seems to
be degraded. However, the amounts of recognized
NEs in the generated translations are overall higher
for the NE-aware models. Performance on the NER
task is relatively low, aside from the T5 large model,
but that is not our main focus.

5.1 Machine Translation

The highest-scoring NE-aware model for both
English-German and German-English translation
is the T5 base tuned with the 10M example data
set, while overall including NER performance the
T5 large model tuned with 10M examples seems
better. Both of them fall behind the non-tuned base-
line versions for EN-DE by 3.04 and 4.47 BLEU
respectively, but both generate about 10% more
NEs in the output than the baselines.

For a clearer comparison to the baselines we also
evaluated the pure pre-trained models before any
fine-tuning on the entity-aware data, as well as af-
ter fine-tuning only on MT data, but without any
entity tags. Results of these experiments are shown
in Table 5 and Table 6. Since none of the pre-

training includes NE tasks, the NER part could not
be evaluated. Furthermore, T5 was only pre-trained
with instructions for translation from English into
German, but not from German into English. This
explains why the first three rows of the DE-EN
column in Table 5 have such low scores. Mean-
while, mT5 and T5 1.1 cannot be evaluated without
fine-tuning, since the instructions for translation or
any other downstream task were not included in
the model pre-training. As an alternative for mT5,
we include evaluation results from Flan-T5 (Chung
et al., 2022) in Table 5, which is a multilingual
instruction-tuned version of T5.

For a more detailed look at the specific entity
classes recognized by the models, Table 7 lists
the recognized NE amounts in the source and ref-
erence files, baseline non-tuned T5 and Flan-T5
versions, as well as our NE-aware models. There
are some differences between the recognized NEs
in the source and target files, which is why we per-
formed the NE alignment as mentioned in Section 4
to narrow them down to the lowest mutually match-
ing amount. Out of all baselines, Flan-T5 large
does generate a good amount of NEs in the output,
but the small version and both T5 baselines notice-
ably fall behind. Both NE-aware T5 1.1 small and
T5 large generate closer amounts of NEs in the
output to the source and reference. These results
show that the biggest improvements can be gained
by fine-tuning the small versions of T5.

5.2 Named Entity Recognition

Given the overall low scores for NER in Table 4,
we manually inspected the generated output files
for the NER task. The most common critical errors
for the small-size models were mismatching NE
beginning and ending tags. Many lower-scored
cases were also due to the entity not being tagged
in the reference, but the model output correctly
identified it. To further support this, we performed
a manual evaluation included in the Appendix.

6 Conclusion

In this paper, we introduced a simple approach for
fine-tuning sequence-to-sequence models that is
effective at mitigating one of the commonly known
drawbacks of MT - the translation of rare words
and named entities. With a small training data mod-
ification, we were able to increase the amount of
generated named entities in translations, and even
achieve a higher BLEU score than the baselines
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when translating from English into German.
In future work, we plan to evaluate the approach

on more languages and alternative NER taggers
for training data generation. We are also eager to
explore the applicability of the back-translation ap-
proach for incremental NER improvements, as well
as an extension of our method to summarisation
and question-answering tasks.
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Source: entity translate German to English: In <LOC>Mazedonien</LOC> stimmen heute rund 1,8 Millionen
Bürger darüber ab, ob der Name ihres Landes in <LOC>Nord-Mazedonien</LOC> geändert werden soll.

Reference: In Macedonia around 1.8 million citizens will today agree whether the name of their country in
North Macedonia should be changed.

Flan-T5 small: In Mazedonien, a total of 1.8 million people are voting against the name of their country in
North-Mazedonien.

NE-T5 small: Around 1.8 million citizens in Macedonia today vote to change their country’s name in North Macedonia.

Figure 2: An example of German to English translation output where the baseline model copies location names in
German “Mazedonien” and “Nord-Mazedonien” to the English output while the NE-aware model generates correct
translations “Macedonia” and “North Macedonia.”

Source: entity translate German to English: Drei Männer sind in <LOC>Sizilien</LOC> festgenommen worden,
sie sollen in libyschen Flüchtlingslagern vergewaltigt und gemordet haben.

Reference: Three men have been arrested in Sicily who are alleged to have tortured and murdered people in Libyan
refugee camps.

Flan-T5 small: Three men are in Sizii, they should be in Libyan refugee camps and have been displaced.
NE-T5 small: Three men have been arrested in Syria, they are expected to have been raped and abused in Libyan

refugee camps.

Figure 3: An example of German to English translation output where neither model produces the correct translation
“Sicily,” but our NE-aware model at least generates a valid location “Syria” while Flan-T5 hallucinates “Sizii.”

Source: recognize English named entities: Frankfurt speculations that the Bank of England (BoE) will soon be
reducing its interest rates are putting pressure on the pound sterling. On Friday, the British currency dropped
by up to 0.4 percent down to 1.2269 dollars.

Reference: <LOC> Frankfurt </LOC> speculations that the Bank of England ( BoE ) will soon be reducing its
interest rates are putting pressure on the pound sterling. On Friday, the British currency dropped by up to
0.4 percent down to 1.2269 dollars.

NE-T5 small: Frankfurt speculations that <ORG> the Bank of England </ORG> ( <ORG> BoE </ORG> ) will soon be
reducing its interest rates are putting pressure on the pound sterling. On Friday, the British currency dropped
by up to 0.4 percent down to 1.2269 dollars.

NE-T5 large: <LOC> Frankfurt </LOC> speculations that <ORG> the Bank of England </ORG> ( <ORG> BoE </ORG> )
will soon be reducing its interest rates are putting pressure on the pound sterling. On Friday, the British
currency dropped by up to 0.4 percent down to 1.2269 dollars.

Figure 4: An example of English NER output where the two NE-aware models recognize “the Bank of England”
and “BoE” as entities, which were not marked in the reference. The small model does fail to recognize “Frankfurt”
as a location, but the large one succeeds.

(DE→) EN (EN→) DE
Model Size PER LOC ORG Total PER LOC ORG Total
Reference 126 98 89 313 169 179 107 455
T5 small 128 70 57 255 141 183 78 402
T5 large 121 60 66 247 146 182 77 405
Flan-T5 small 117 83 81 281 145 182 109 436
Flan-T5 large 124 93 101 318 151 195 100 446
NE-T5 1.1 small 138 97 96 331 172 184 95 451
NE-T5 large 122 91 95 308 161 187 99 447

Table 7: Recognized NE counts in the evaluation sets for English ↔ German translation.
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Figure 5: Training progress for T5 models using the 10M example-sized training data set.

EN-DE DE-EN
T5-small 25.03±0.09 26.11±0.15
T5-base 26.10±0.21 31.77±0.48

Table 8: Average machine translation experiment results
in BLEU scores for small and base models with different
random seeds.

C Preliminary Experiments

Figure 5 shows results from our preliminary exper-
iments where we performed fine-tuning on small,
base, and large versions of T5 using the 10M ver-
sion of the training data set. The small model con-
verged after seeing just over 6% of the data, the
base – around 13%, and the large – 24% of the
training data. Therefore, we chose to limit the data
amounts for experiments to 100K for small size
models, 1M for base, and 10M for large versions
of the T5 family models.

We also experimented with runs on the small and
base models with 100K and 1M training data sizes
respectively using three random seeds (347155, 42,
9457). The final results from these experiments are
shown in Table 8. Since the variance for each was
relatively low, we limited our further experiments
to use only the first of the three random seeds.
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