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Abstract

Natural Language Processing (NLP) research
and development has experienced rapid pro-
gression in the recent times due to advances in
deep learning. The introduction of pre-trained
large language models (LLMs) is at the core
of this transformation, significantly enhancing
the performance of machine translation (MT)
and speech technologies. This development
has also led to fundamental changes in modern
translation and speech tools and their method-
ologies. However, there remain challenges
when extending this progress to underrepre-
sented dialects and low-resource languages, pri-
marily due to the need for more data.

This paper details our submissions to the
IWSLT speech translation (ST) tasks. We used
the Whisper model for the automatic speech
recognition (ASR) component. We then used
mBART and NLLB as cascaded systems for
utilising their MT capabilities. Our research
primarily focused on exploring various dialects
of low-resource languages and harnessing ex-
isting resources from linguistically related lan-
guages. We conducted our experiments for two
morphologically diverse language pairs: Irish-
to-English and Maltese-to-English. We used
BLEU, chrF and COMET for evaluating our
MT models.

1 Introduction

The introduction of the Transformer architecture
(Vaswani et al., 2017) is considered to be a ground-
breaking development in NLP. This innovation has
led to the rise of LLMs, which have become the
catalyst for the AI revolution we are presently wit-
nessing. LLMs have consistently pushed the bound-
aries of research by improving upon the state-of-
the-art across various NLP tasks. The variants of
Transformer such as the Transducer (Chen et al.,
2021), Conformer (Nguyen et al., 2021), and ESP-
net (Watanabe et al., 2018) have become essential
to the success observed in a range of speech tasks,

including both text-to-speech and speech-to-text
MT.

This study explores low-resource speech-to-
text translation, focusing on Irish-to-English and
Maltese-to-English language pairs. We focused on
developing our ST systems following two standard
approaches:

• End-to-End (E2E) system: An E2E system in
ST performs translation from one language to
another without any intermediate steps. This
process uses a single model to manage the
entire translation process.

• Cascaded System: A cascaded system in ST
uses a two-step process. First, it converts
speech into text using ASR, and then it trans-
lates that text into another language. This
process uses separate models in each step.

The rest of the paper is organised as follows:
Section 2 describes our related work. Our datasets
are explained in Section 3. Section 4 describes
the models we used. In Section 5, we discuss our
experiments and results. We conclude with avenues
for future work in Section 6.

2 Related Work

This section discusses some foremost papers re-
lated to our work. Hussein et al. (2023) recently
utilise LLMs for MT, such as mBART (Liu et al.,
2020) and NLLB-200 (Team et al., 2022), which
they used within both E2E and cascaded ST frame-
works. Furthermore, enhancements in ASR were
achieved by employing pseudo-labeling for data
augmentation and adjusting for channel variations
in telephone speech data. Additionally, they em-
ployed Minimum Bayes-Risk decoding to optimise
the integration of their E2E and cascaded ST sys-
tems. The proposed framework led to impressive
results.
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Ortega et al. (2023) utilised the Fairseq S2T
framework1, where they used log mel-scale filter
bank (Ortega et al., 2023) features for audio rep-
resentation and Transformer for translation. Their
systems integrated ASR and MT into the frame-
work sequentially. The system’s ASR component
was powered by a pre-trained XLS-R model (Babu
et al., 2021), enhanced with a fine-tuning step. At
the same time, translations were performed us-
ing an MT system developed from a fine-tuned
LLM. They found that in low-resource settings, like
Quechua-to-Spanish, direct ST methods (combin-
ing ASR and MT) tended to outperform standalone
LLM applications.

Mbuya and Anastasopoulos (2023) used self-
supervised pre-trained speech models to improve
translation performance in specific applications.
Their study utilised self-supervised models such
as Wav2vec 2.0 (Baevski et al., 2020), XLSR-53,
and Hubert (Hsu et al., 2021). Their findings in-
dicated that the Wav2vec 2.0 and Hubert models
achieved similar performance levels in tasks involv-
ing low-resource languages and dialects. Moreover,
they found that the Wav2vec 2.0 model performed
better after removing its top three layers, a modi-
fication that the Hubert model did not require. In
contrast, the XLSR-53 model showed weaker re-
sults in low-resource contexts but excelled in trans-
lating dialects, outperforming both Wav2vec 2.0
and Hubert in those scenarios.

Vakharia et al. (2023) investigated a novel ap-
proach termed “style embedding intervention” for
low-resource formality control in spoken language
translation. By assigning distinct style vectors
to individual input tokens their proposed method
comprehended and managed the subtleties of trans-
lating between formal and informal styles. They
found that their approach surpasses previous “addi-
tive style intervention” techniques, particularly for
the English-to-Korean translation task, enhancing
average matched accuracy. After analysing their
“style embedding intervention” model, they found
that most of the style information was acquired in
the <bos> (beginning of the sentence) token, fur-
ther improving the average matched accuracy.

In their study, Radhakrishnan et al. (2023) em-
ployed a basic E2E framework based on Trans-
formers and explored various techniques such as
replacing encoder blocks with Conformer and pre-

1Fairseq: https://github.com/facebookresearch/
fairseq/tree/main

training the encoder. Their approach resulted in a
substantial improvement in translation quality.

Williams et al. (2023) utilised a cascaded ap-
proach for their ST systems. For the ASR compo-
nent, they used the XLS-R model. The MT com-
ponent was based on mBART-50. They conducted
experiments for English-to-Maltese language pairs,
with the approach showing significant improve-
ment over their baseline systems.

Experiments by Kesiraju et al. (2023) used E2E
translation framework based on a bilingual ASR
system. The model was jointly trained using Con-
nectionist Temporal Classification and attention
mechanisms. Furthermore, they employed tech-
niques such as speed perturbation for data augmen-
tation and re-scoring the top hypotheses using an
external language model. They also introduced a
cascaded system that utilised the same bilingual
ASR and MT systems. Their experiments demon-
strated significant improvements over the baseline
for the Hindi-to-Marathi language pair.

The systems submitted to the previous year’s
IWLST offline and low-resource speech translation
tracks employed various strategies for improving
the performance of E2E or cascaded systems. As
for ASR, several submissions adopted a mix of
Transformer and conformer models (Zhang et al.,
2022; Nguyen et al., 2021) or fine-tuned existing
models (Zhang and Ao, 2022; Zanon Boito et al.,
2022; Denisov et al., 2021). These efforts resulted
in improved ASR performance through techniques
such as training ASR on synthetic data with added
punctuation, noise-filtering, and domain-specific
fine-tuning (Zhang and Ao, 2022; Zhang et al.,
2022), or integrating an intermediate model to re-
fine the ASR output concerning casing and punctua-
tion (Nguyen et al., 2021). As for MT, they predom-
inantly relied on Transformer-based architectures
(Zhang et al., 2022; Nguyen et al., 2021) or fine-
tuning on preexisting LLMs (Zhang and Ao, 2022).
Additionally, methods employed to improve MT
performance included multi-task learning (Denisov
et al., 2021), training the MT component robustly
on noisy ASR output data (Nguyen et al., 2021),
and re-ranking and de-noising techniques (Ding
and Tao, 2021).

While there have been extensive and rapid de-
velopments in ST, the field of low-resource and
dialect ST still needs to be explored. In this pa-
per, we discuss our submissions to the IWSLT ST
task. We conducted our experiments for two low-
resource language pairs: Maltese-to-English and
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Irish-to-English.

3 Datasets

We utilised the data provided by IWSLT for our
experiments. The data statistics are detailed in
Table 1.

Irish-to-English
Audios Sentences

Train 7,478 7,478
Dev 1,120 1,120
Test 347 347

Maltese-to-English
Train + Dev 7,542 7,542

Test 1,864 1,864

Table 1: Statistics of the datasets used.

4 Cascaded System

This section describes the architecture of our cas-
caded system. Like standard cascaded ST systems,
our ASR and MT models are interconnected, i.e.
the output from the ASR model serves as the in-
put to the MT system. For this experiment, we
selected the OpenAI Whisper model2 (Radford
et al., 2022) as our ASR system. We fine-tuned the
OpenAI Whisper small model on Maltese speech
to optimise its ASR capabilities. As for the MT
component, we used two different pre-trained mod-
els, mBART-503 (Liu et al., 2020) and NLLB-200-
distilled-600M4 (Team et al., 2022). Both models
were fine-tuned on the Maltese-to-English bilingual
data.

As pointed out above, we used the OpenAI Whis-
per model as our ASR system. We aligned the data
format with the model’s input requirements to pre-
pare our data. This involved removing unnecessary
data chunks from the dataset, eliminating special
characters, and converting the sentences to lower-
case. Since our input audio was sampled at 48kHz,
we downsampled it to 16kHz before passing it to
the OpenAI Whisper feature extractor, as 16kHz is
the sampling rate expected by the model. Addition-
ally, we adjusted the audio inputs to the correct sam-
pling rate using the “cast column” method. This
operation does not alter the audio files directly but

2Whisper: https://openai.com/research/whisper
3mBART-50: https://huggingface.co/facebook/

mbart-large-50
4NLLB-200: https://ai.meta.com/research/

no-language-left-behind/

instead instructs the dataset to resample the audio
samples on-the-fly the first time they are loaded.

We empirically identified that the following hy-
perparameter settings provided us the best results:
batch size of 16, learning rate of 1e-5, 500 warmup
steps, 30,000 max steps, per-device eval batch size
of 8, generation max length of 225, and intervals of
1,000 steps for saving and evaluating, and 25 steps
for logging.

4.1 The MT systems
As previously discussed, we choose mBART-50
and NLLB-200-distilled-600M as the choice of our
MT models. We fine-tuned these models on the
Maltese-to-English bilingual data (cf. Table 1). For
the purpose of our evaluation, we used the BLEU
(Papineni et al., 2002), COMET (Rei et al., 2020),
and ChrF (Popović, 2015) metrics.

5 End-to-end System

Our submission for the English-Irish language pair
comprises a fine-tuned version of OpenAI Whisper
Small5 to perform direct ST. Note that in this exper-
iment, the audio files are resampled at 16kHz. This
experiments were carried out for Irish-to-English
only. In terms of hyperparameters selection, for our
E2E experimentation, we identified that the follow-
ing settings provided us the best results: batch size
of 16, learning rate of 1e-5, 500 warmup steps, 1
gradient accumulation steps, generation max length
of 225, and intervals of 500 steps for saving and
evaluating. The model was fine-tuned over three
epochs. We also integrated early stopping with
Patience = 2. The data preprocessing pipeline
was the same as the one used for the cascaded sys-
tem (see Section 4).

6 Results

This section discusses the results that we obtained
from our experiments. Table 2 shows the results ob-
tained by evaluating our models on the evaluation
test set while Table 3 shows the results obtained
on blind test set provided by IWSLT. We can see
from Table 2 that our models are reasonably good
in the Maltese-to-English translation task. Our pri-
mary submission for Maltese-to-English was based
on cascaded setup (Whisper + NLLB fine-tuning).
For this setup, we obtained 52.60 BLEU, 72.12
chrF and 0.831 COMET points on the IWSLT 2023
evaluation test set. Our contrastive system is also

5Whisper: https://openai.com/research/whisper
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Model BLEU ChrF COMET
Maltese-English

Whisper-small 56.67 81.92 0.84
NLLB-200-600M 52.6 72.12 0.83
mBART-50 44.7 65.53 0.79

Irish-English
Whisper-small 0.14 33.05 -
(E2E)

Table 2: Results for our translation systems on evalua-
tion test set.

a cascaded system; however, this time, we used
mBART-50 as the decoder. This setup provided us
44.70 BLEU, 65.53 chrF, 0.796 COMET points on
the evaluation test set. Fine-tuning OpenAI’s Whis-
per model for the English-to-Irish language pair
has led to a performance improvement, despite the
fact that the language is unsupported and unavail-
able in the model’s training data. Unfortunately, the
BLEU score remains low, probably due to instances
of overgeneration and undergeneration. The ChrF
score, which measures character-based similarity,
is higher but still indicates room for improvement
as far as translation quality is concerned.

The results obtained on the blind test set are
shown in Table 3. For our primary submission
for Maltese-to-English we obtained 56.67 BLEU
and 81.92 chrF2 points on the IWSLT 2024 blind
test sets. Like above, our contrastive systems were
cascaded systems; the first and second contrastive
systems provided us 52.6 BLEU and 72.12 chrF2
and 44.70 BLEU and 65.53 chrF2 points, respec-
tively. For our primary submission for English-to-
Irish language pair we obtained 0.6 BLEU and 15.4
ChrF2 points on the test set.

As shown in Table 2 and Table 3, our best per-
forming system is cascaded system with whisper-
small and NLLB-200-600M. However, E2E are
better than cascaded system due to the fact that in
cascaded systems errors from the ASR can severely
impact the performance of the subsequent compo-
nent (MT). In contarst, E2E models can learn to
directly map source language speech to the target
language text. Their ability to process input in a
single pass can significantly reduce latency com-
pared to cascaded systems that involve multiple
stages of processing, thereby avoiding intermediate
errors. Our team secured second position for the
Maltese-to-English translation task in this competi-
tion.

BLEU ChrF2
Maltese-English

Primary 56.67 81.92
Constrastive1-Data1 52.6 72.12
Constrastive1-Data2 44.7 65.53

Irish-English
Primary 0.6 15.4

Table 3: Official results for our translation systems on
blind set.

7 Conclusion

In this study, we discussed our ST models for the
IWSLT 2024 Low-Resource Task for both Irish-
English and Maltese-English language pairs. Our
proposed architecture offers numerous benefits: it
is both computationally and data-efficient, supports
both speech-to-text and text-to-text translations (in-
cluding transcription), enhances knowledge trans-
fer which boosts performance in low-resource lan-
guages, and exhibits robust translation capabilities.

Future investigations will focus on a detailed as-
sessment of our architecture’s ASR functionality
and explore the use of adapters within the speech
representation model. Additionally, a thorough ex-
amination of the optimal layers will be necessary
when the speech representation model is not up-
dated.
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