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Abstract

This paper presents our IWSLT-2024 shared
task submission on the low-resource track. This
submission forms part of the constrained setup;
implying limited data for training. Following
the introduction, this paper consists of a liter-
ature review defining previous approaches to
speech translation, as well as their application
to Maltese, followed by the defined method-
ology, evaluation and results, and the conclu-
sion. A cascaded submission on the Maltese
to English language pair is presented; consist-
ing of a pipeline containing: a DeepSpeech
1 Automatic Speech Recognition (ASR) sys-
tem, a KenLM model to optimise the transcrip-
tions, and finally an LSTM machine translation
model. The submission achieves a 0.5 BLEU
score on the overall test set, and the ASR sys-
tem achieves a word error rate of 97.15%. Our
code is made publicly available1.

1 Introduction

Speech Translation (ST) may be defined as the task
of transforming audio in a source language to its
transcription in a target language. ST is gener-
ally tackled through two main approaches: the first
being an end-to-end approach; with the source lan-
guage audio serving as input to the model, which in
turn produces a transcription in the target language
as output, the second being a pipeline or cascad-
ing approach; suggesting multiple systems with
varying responsibilities, primarily generating ASR
transcription and machine translation. A Meta-Net
White Paper series confirms the Maltese language
as low-resourced; meaning it has little support for
speech technology, including translation tasks (Ros-
ner and Joachimsen, 2012).

This paper introduces a cascading system that
utilises an ASR system to generate transcriptions in
the source language, a language model to improve

1https://github.com/melanie-galea/uom_
constrained

the transcriptions and finally, a machine translation
system to produce the transcription in the target lan-
guage. The following sections define the current
state of research into low-resource speech transla-
tion, followed by a methodology and discussion.

2 Literature Review

The literature review focuses on previous attempts
at Automated Speech Recognition (ASR) and Ma-
chine Translation (MT), in particular, when applied
to the Maltese language. Furthermore, the main
models attempted for this task are defined, these
being: HMM, DeepSpeech 1 for ASR, LSTM and
Transformers for MT.

2.1 Previous IWSLT Low-Resource Track
Attempts

In 2023, the shared task set by IWSLT consisted of
“benchmarking and promoting speech translation
technology for a diverse range of dialects and low-
resource language”.

Among other attempts, QUESPA (E. Ortega
et al., 2023a) submitted two cascade systems to
the constrained setting, where ASR and MT were
combined together in a pipeline. One of these
cascade systems used wav2letter+ (Pratap et al.,
2019) - a fast open-source speech recognition sys-
tem; the other one was an implementation of a con-
former architecture along with OpenNMT transla-
tion system (Klein et al., 2017), which was trained
on constrained ST and MT data. Both of these
models demonstrated relatively poor performance
compared to the other submissions, with a BLEU
score of less than 1.

Previous attempts in both constrained and un-
constrained settings, proved that this task is still
a major challenge. Using powerful massively pre-
trained ASR models; such as Wav2Vec 2.0, in com-
bination with multilingual decoders has been an
emerging trend, and oftentimes produces excellent
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results. Training a self-supervised model and pro-
ducing artificial supervision has proven to be an
effective approach (Zanon Boito et al., 2022). Ad-
ditionally, several methods were employed to im-
prove the performance of cascade systems, such as
voice activity detection for segmentation (Zhang
et al., 2022; Ding and Tao, 2021), as well as train-
ing the ASR on synthetic data with noise filter-
ing and domain-specific fine-tuning (Zhang et al.,
2022).

2.2 HMM and DeepSpeech for Maltese ASR
Our work attempts two instruments for ASR: Hid-
den Markov Model and DeepSpeech 1. The former
used to be a preferred method since the 1970s (Ra-
biner, 1989). As demonstrated by Ellis and Morgan
(1999), the size of a model plays a significant role,
especially when it comes to the quantity of training
data and the trainable parameters. The latter was
made difficult due to hardware and design limita-
tions. A survey conducted by Nagpal et al. (2019)
showed that deep learning approaches could still
deliver effective results for ASR.

This led to the development of end-to-end super-
vised neural network models such as DeepSpeech
1 (Hannun et al., 2014) and then DeepSpeech 2
(Amodei et al., 2015), which had successfully out-
performed Hidden Markov Models for English
ASR. In speech-related fields, labelled data is usu-
ally referred to as annotated data. Although the use
of large amounts of annotated data proved benefi-
cial for these models, access to data at these scales
became a limitation for development, especially
in the case of low-resource languages. This led to
the use of unannotated data in unsupervised train-
ing, with cases described in Lee et al. (2009)’s and
Radford et al. (2016)’s work, or self-supervised
learning, namely the work done on the Wav2Vec
system (Schneider et al., 2019).

These acoustic models have the capacity to gen-
erate understandable transcriptions at the character
level. Yet, these transcriptions often harbour inac-
curacies, such as substituting phonetically similar
words or misspelling due to language orthography
idiosyncrasies. Consequently, enhancing ASR sys-
tems by incorporating an external language model
trained on domain-specific text can boost their per-
formance. A common strategy employed is the use
of a simple n-gram model. The KenLM language
modelling tool (Heafield, 2011) is able to achieve
high processing efficiency and language modelling
quality by assigning a score to a sequence of n

words. This is particularly useful in ASR to be
able to select between multiple possible candidates
through beam search. Deepspeech supports the in-
tegration of KenLM language models to enhance
the quality of the ASR output.

2.3 Machine Translation
While some systems have reached human parity in
certain domains in machine translation, this is yet
to be achieved for low-resource languages (Hassan
et al., 2018). The primary challenge lies in paral-
lel data scarcity. The efforts in solving this issue
focus on various other aspects such as exploiting
shared language features between a high and low
resource language as well as techniques for data
augmentation.

Her and Kruschwitz (2024) used German-
Bavarian parallel data to train a transformer model
and then used that to back-translate and augment
the training set. They then used that data to fine-
tune a German-French neural translation model
given its similarity to the source language. Nzey-
imana (2024) focused on improving the perfor-
mance of machine translation models by improving
predictions of the morphological features. Their
method was based on the fact that sub-word tok-
enizers split the words on a surface level and are
prone to losing morphological features. Encoding
morphological features as input to the model im-
proves performance. E. Ortega et al. (2023b) used
the Transformer architecture (Vaswani et al., 2017)
to develop a machine translation system as part of
their pipeline for an automatic speech recognition
system for Quechua to Spanish.

Before Transformers (Vaswani et al., 2017),
RNN (Rumelhart et al., 1986) was widely used
for natural language processing. RNN with
self-attention proved quite effective for machine
translation, achieving state-of-the-art performance
(Sutskever et al., 2014), (Bahdanau et al., 2014).

Research on machine translation for Maltese is
quite limited. One of the earliest works was on
statistical machine translation where the authors fo-
cused their attention on phrase extraction for proper
phrase alignment (Rosner and Bajada, 2007). In
their work on Maltese automatic speech recogni-
tion (ASR), Williams et al. (2023) leveraged the
pre-trained mBART model. However, their system
was evaluated as a whole (ASR - MT) and does
not represent the model’s true capability for ma-
chine translation on Maltese as the input is the ASR
output.
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3 Methodology

3.1 Automatic Speech Recognition

3.1.1 Hidden Markov Models

Hidden Markov Models (HMMs) were trained for
ASR (Rabiner, 1989) on the MASRI dataset, to-
taling to 6 hours and 39 minutes. The model was
trained using Mel Frequency Cepstral Coefficient
(MFCC) features derived from the WAV files and
their corresponding verbatim transcription.

3.1.2 DeepSpeech

A DeepSpeech v1 (Hannun et al., 2014) model
was trained on both MASRI and CV datasets, con-
taining 6 hours 39 minutes and 5 hours 11 min-
utes respectively, totalling nearly 12 hours. The
model was trained using Maltese WAV files and
their corresponding verbatim transcription. Devel-
opment, Testing and Training csv files therefore
contain the WAV file dataset root, its correspond-
ing transcription, and file size in bytes. The text
was pre-processed; characters cases were converted
to lower-case, non-alphabetic characters removed
except for the hyphen and apostrophe. Accented
letters were included in order to better support the
model’s understanding of pronunciation. An alpha-
bet was created including special Maltese charac-
ters.

The training code was cloned through the git
DeepSpeech branch, and all required dependencies
were installed. Finally, the training, development
and testing files, along with a layer size of 64 units
wide, rather than the default 2048. The dropout
was set to 0.4, and a batch size of 100 was used
to train the model. The model was trained for 250
epochs. The hyper-parameters were set with the
limited data-set size in mind. The relatively smaller
size of the model parameters was beneficial for
our experiment; it is usually the case that a larger
parameter size causes the model to over-fit when
trained on a small training set such as ours.

The DeepSpeech model was selected over the
HMM due to higher performance. The HMM
scored a WER of 112.33%, whilst DeepSpeech
model scored a WER of 97.15%.

3.2 KenLM

Initial experimentation involved investigating the
impact of both word-level and character-level n-
grams on a set of erroneous test data. Upon ex-
amining the alterations made by KenLM on this

sample dataset, it was deduced that a word-level
KenLM model was more apt for the task.

The KenLM toolkit (Heafield, 2011) was used
to train a probabilistic 3-gram model on the Kor-
pus Malti v4.0 Shuffled training subset (Micallef
et al., 2022) 2, which is resource referred to by
the shared task organizers. Before training said
model, the corpus was pre-processed to not include
punctuation, apart from the hyphen and apostro-
phe, with all text lowercased. The KenLM model,
once trained, served as a tool to decode the ASR
output, employing a beam search algorithm. This
process converted probabilities into textual tran-
scripts, which were subsequently delivered by the
system.

3.3 Machine Translation
All models are built using the Fairseq (Ott et al.,
2019) library. The Fairseq library allows for easy
implementation of a MT system through CLI com-
mands, meaning minimal code is needed to create
a fully working MT system.

Three different architectures were experimented
with, namely Transformer (base), Transformer
(large) and an LSTM. The base transformer ver-
sion (Vaswani et al. (2017)) has six encoder and
decoder layers with 512 dimensions each. There
are eight attention heads for both the encoders and
decoders, with 2048 dimensions for each. The
large version of the transformer architecture has
1024 dimensions for each layer and 4096 dimen-
sions for each attention head. There are also 16
attention heads in total. Thirdly, an LSTM archi-
tecture (Hochreiter and Schmidhuber, 1997) was
used, which consists of a single-layer bidirectional
encoder-decoder model with a hidden size of 512
for both the encoder and decoder.

LSTMs have generally fallen out of favour re-
cently due to Transformers achieving better results.
However, it was hypothesised that given the lack
of data, LSTMs may still prove to be just as ef-
fective in this scenario. This is due to the fact
that Transformers require a lot of data to be effec-
tive, and in low-resource settings such as this one,
older techniques such as LSTM may perform better
(Przystupa and Abdul-Mageed, 2019).

The data was pre-processed by training a Senten-
cePiece tokenizer from scratch on the given training
set. The training set was then pre-processed using
this tokenizer.

2https://huggingface.co/datasets/MLRS/korpus_
malti/viewer/shuffled
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The 3 defined models (LSTM, base Transformer
and large Transformer) were trained with the same
hyperparameters. We performed an evaluation of
all three models on the dev set and achieved the
results in Table 1. It was ultimately concluded
that LSTMs performed best. The LSTM model
was therefore selected, and further hyperparameter
tuning was performed for improved results.

Table 1: Results of the different architectures on the
development set

Architecture BLEU CHRF-2
LSTM 25.76 44.57

Transformer (Base) 24.54 44.15
Transformer (Large) 25.20 43.57

For hyperparameter tuning, Akiba et al. (2019)
was used to find optimal values for learning rate,
dropout, warm-up duration and weight decay. The
optimal learning rate was found to be 0.003 and
dropout at 0.04. The learning rate scheduler was set
with warm-up updates of 8522. Each model was
trained for a maximum of 1,000,000 steps but all
of them converged much sooner. The final LSTM
model was trained for 4 minutes with early stop-
ping. The training was stopped early when the
validation BLEU did not improve for 10 steps.

4 Evaluation and Results

This section presents and discusses the models’
results. The official results for our constrained task
submission are presented in Tables 2 and 3. The
final pipeline result was significantly influenced by
the ASR performance. It can be extrapolated that
the high Word Error Rate (WER) of the ASR is a
result of the limited training data, which was not
adequate to train a capable ASR system. Incoherent
speech recognition outputs were considered ‘out of
domain’ by the machine translation system since it
was trained on meaningful data.

Table 2: Official results for the constrained task - BLEU
score

Test Set BLEU score
CV 0.6

Masri 0.2
Overall 0.5

To further evaluate and understand the results,
specific outputs of both the ASR as well as the MT
system were analysed.

Table 3: Official results for the constrained task - Word
Error Rate

Test Set Word Error Rate
CV 97.0%

Masri 97.43%
Overall 97.15%

Table 4: Results of the pipeline system with and without
the use of a KenLM.

Test Set BLEU CHRF-2
Without KenLM CV 0.48 15.79

Masri 0.23 14.50
With KenLM CV 0.52 15.97

Masri 0.21 14.73

It may be noted that the ASR output is relatively
poor; with most outputs consisting of invalid Mal-
tese words. In addition to using Deepspeech 1, we
made use of a KenLM trained specifically for this
task, but whilst some improvements were seen, as
illustrated in Table 4, it was not enough to com-
pensate for the model’s inability to accurately tran-
scribe the Maltese language.

To further illustrate the ASR issues, the first au-
dio file of the CV test set was transcribed by the
model as: “dan ma sarqat". The first two words
were predicted correctly, however, the last word
was invalid. The correct transcription should have
been: “dan ma sar qatt", meaning “this was never
done".

Since this is a pipeline setup, the resulting tran-
scription was passed to the MT system. The trans-
lated output was “this doesn’t happen to him". The
output here was not surprising, since the two words
that the ASR got correct (dan ma) roughly mean
he has never [...]. Since the word that the ASR got
incorrect does not exist in the Maltese language
(sarqat), it is likely that the MT system treated it
as an unknown token.

Admittedly, this was one of the few examples
that the ASR system performed well in. Results
were exceptionally poor when a named entity was
included. For example, the name Simon Busuttil
was outputted as sajminbużutiel. This is expected
due to the small size of the training data. Apart
from this, the ASR model struggled to understand
when a word starts and ends. In most cases, the
output sounds phonetically similar to what the ac-
tual transcription should be, however, the spelling
is incorrect. For example, the word mhux was tran-
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scribed as mux, which is understandable as the
‘h’ is silent. Overall, the ASR model performed
poorly, with most resulting sentences not resem-
bling the actual transcription, highlighted by the
97.15% WER.

These errors naturally propogated to the MT sys-
tem. Since the dataset of the MT system is also
constrained and very limited in nature, it did not
have the implicit understanding of the language to
identify the typos written by the ASR system (such
as mux instead of mhux). This is even harder with
phonetic misspellings. Generally, the MT system
output a (seemingly) random response since the
input given by the ASR system is equally poor.

Overall, it is evident that an increase in training
data would have yielded better results. The ASR
set-up makes it difficult to evaluate the MT system
alone, given the model pipelining and overall poor
performance.

5 Conclusion and Future Work

This paper presents the different approaches to ST
for low-resource languages under constrained set-
tings. A short overview of previous research into
challenges associated with speech translation was
presented, as well as specific attempts and pipelines
used for the task. The final pipeline consisted of a
DeepSpeech 1 model, KenLM model and LSTM
model, each fine-tuned for the task at hand. The fi-
nal results show that the constrained setting has an
extreme impact on the models performance, with
a final WER of 97.15%. The very poor ASR per-
formance highlights the challenges present in low-
resource settings. Future work on ASR includes
the use of higher-quality training data, as well as
dealing with named entities in the data itself. It is
also suspected that pre-trained models would likely
yield better results in low-resourced environments,
helping to compensate for data scarcity.
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