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Abstract

This system description paper presents the de-
tails of our primary and contrastive approaches
to translating Maltese into English for IWSLT
24. The Maltese language shares a large vocab-
ulary with Arabic and Italian languages, thus
making it an ideal candidate to test the cross-
lingual capabilities of recent state-of-the-art
models. We experiment with two end-to-end
approaches for our submissions: the Whisper
and wav2vec 2.0 models. Our primary system
gets a BLEU score of 35.1 on the combined
data, whereas our contrastive approach gets
18.5. We also provide a manual analysis of our
contrastive approach to identify some pitfalls
that may have caused this difference.

1 Introduction

In this paper, we describe the UoM-DFKI submis-
sion to the Dialectical and Low-Resource track of
the IWSLT 2023 evaluation campaign, focusing
on the unconstrained approach for the Maltese to
English track. Maltese is considered a hybrid lan-
guage, with most vocabulary coming from Arabic,
Italian, and English. While there is a major over-
lap with Arabic, Maltese data uses Latin instead
of Arabic script. Our main focus for this submis-
sion is using publicly available multilingual models
to exploit the multilingual capabilities of models,
given the interesting mixture of vocabulary in the
Maltese language.

For this paper, we focus on end-to-end ap-
proaches for spoken language translation (SLT),
namely with Whisper (Radford et al., 2022) and
wav2vec 2.0 xls-r (Baevski et al., 2020; Babu et al.,
2021). We use the Whisper-based model as our
primary submission and the wav2vec 2.0 model as
the contrastive approach. The Whisper system is
pre-trained on 680,000 hours of speech data using
an encoder-decoder method. A substantial amount
of the training data, nearly one-fifth, is English
audio, and 9,000 hours is Maltese. (Radford et al.,

2022) claim that with 41 hours of Maltese trans-
lation data, the Whisper model is able to achieve
roughly 14 BLEU points. In this paper, we use the
data released for this task to fine-tune the Whisper
model further. There are various Whisper models
with varying parameter sizes. (Williams et al.,
2023b) shows how, with larger parameters, the
Whisper architecture performs better in the ASR
setting for Maltese ASR. For this work, we decided
to use the most recent Whisper model; the largest
model is Whisper-large-v3. Our approach for
wav2vec 2.0-based models also consisted of using
an encoder-decoder approach, namely SpeechEn-
coderDecoder framework (Chan et al., 2015; Wang
et al., 2021), as made available on HuggingFace
(Wolf et al., 2020). We worked with three different
models as our decoder for our contrastive ap-
proaches, namely BERT (Devlin et al., 2019) and
mBART fine-tuned for machine translation from
different languages into English (Tang et al., 2020).

2 Literature Review

The IWSLT Low-resource and Dialectical shared
task increased the number of language pairs they
released data for in 2023. In the 2022 edition of
the workshop, (Anastasopoulos et al., 2022) re-
leased the data for teams to develop systems to
transcribe and translate the low-resource language
pairs of Tamasheq-English and Tunisian Arabic-
French. In the 2023 edition of the task, however,
Agarwal et al. (2023) extended the task to include
the language pairs Irish-English, Maltese-English,
Pashto-French and Quechua-Spanish.

In 2022, three teams submitted models for
Tamasheq-English: ON-TRAC (Zanon Boito et al.,
2022), TalTech and GMU. ON-TRAC also sub-
mitted to the Tunisian Arabic-French pair, like
CMU (Yan et al., 2022) and JHU (Yang et al.,
2022) did. In 2023, GMU submitted models

328



for Irish-English, Marathi-Hindi, Pashto-French
and Tamasheq-French (Mbuya and Anastasopou-
los, 2023), Alexa AI submitted models for Marathi-
Hindi and Tamasheq-French (Shanbhogue et al.,
2023), ON-TRAC submitted for Tamasheq-French
and Pashto-French (Laurent et al., 2023), NAVER
submitted for Tamasheq-French and Quechua-
Spanish (Gow-Smith et al., 2023), BUT (Ke-
siraju et al., 2023) and SRI-B (Radhakrishnan
et al., 2023) submitted only for Marathi-Hindi,
QUESPA submited for Quechua-Spanish (E. Or-
tega et al., 2023) and UM-DFKI submitted for
Maltese-English (Williams et al., 2023a).

These teams employed various techniques, rang-
ing from traditional cascade systems to vari-
ous end-to-end architectures. Many teams lever-
aged large pre-trained models, including XLS-R,
mBART, Wav2Vec 2.0 and HuBERT. The Alexa
AI team tried an interesting approach by focus-
ing on data augmentation, ensemble modelling and
post-processing techniques to improve their results.
Transformer models for MT were popular across
the board. The NAVER submissions obtained par-
ticularly good results in their respective language
pairs by using pre-trained ASR and MT models
from the NLLB project (Team et al., 2022), which
include both Tamasheq and Quechua in their train-
ing, showing the importance of language diversity
in multilingual models.

3 Dataset

In this section, we briefly describe the dataset used
to fine-tune our systems. We include a descrip-
tion of the dataset used to fine-tune the mBART50
many-to-one model (Tang et al., 2020) and the
dataset released for this shared task.

mBART50 many-to-one (Tang et al., 2020) uti-
lized and released the ML50 dataset for fine-tuning
the mBART model for translating in 50 languages.
It uses English as a pivot language to collect paral-
lel data for 49 other languages from sources such
as IWSLT, TED, WAT, etc. It is also noted that the
49 languages selected for the dataset are based on
language family, available mono-lingual data and
parallel data. This, in turn, means that the dataset is
not balanced and results in better performance im-
provements for high-resource languages compared
to low-resource languages.

We used the data released for this shared task
to fine-tune our models. Namely, the two training
sets created from the Common Voice and MASRI

Maltese speech corpora. Subsets from these larger
corpora were extracted, 5 hours and 11 minutes
from the verified Common Voice data and 6 hours
and 39 minutes from the MASRI-Headset corpus.
The transcription of each sample was translated.
Fine-tuning Whisper for speech translation requires
audio for input and the transcription of that audio
in sentence form as a target. We pre-processed the
input text so that numbers were written in words
and no punctuation or capitalization was included.

Given how they were acquired, we note the
difference between the subset released from the
MASRI corpus and the CommonVoice dataset.
While the MASRI corpus provides clean and nearly
noise-free audio samples, CommonVoice samples
vary in terms of different noises and the quality of
audio-capturing devices.

4 Experiments

In this section, we briefly describe different experi-
ments we conducted for our submissions, including
those we did not submit for evaluation. First, we
describe our experiments with the wav2vec2-xls-r
(Babu et al., 2021) model, followed by the Whisper-
based (Radford et al., 2022) models. We utilized
HuggingFace (Wolf et al., 2020) libraries for our
experiments.

4.1 SpeechEncoderDecoder models

A SpeechEncoderDecoder model is an encoder-
decoder-based model used for spoken language
translation or transcription, where the encoder is
used to process the speech, and a language model
as a decoder generates the text in the target lan-
guage. In our experiments, we use the wav2vec2-
xls-r model with 2B parameters as our encoder,
with BERT (Devlin et al., 2019), and mBART50
(Tang et al., 2020) as the decoder following the
approach in Wang et al..

4.1.1 BERT based decoder

We utilize the base BERT (Devlin et al., 2019)
model as our baseline model for our SpeechEn-
coderDecoder approach. Namely, we use
bert-large-uncased1 as our language model for
the decoding since the evaluation strategy does not
factor in casing or punctuations. For training and
inference, we add cross attention to our decoder
using the BertConfig class from the transformers

1https://huggingface.co/google-bert/bert-large-uncased
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Submission Name BLEU ASR WER
KIT.st-unconstrained-Primary 58.9 0.0835
KIT.st-unconstrained-Contrastive1 55.2
KIT.st-unconstrained-Contrastive2 56.2
UM.st-unconstrained-Primary 52.4 0.1431
UM.st-unconstrained-Contrastive1 52.4 0.1431
UM.st-unconstrained-Contrastive2 52.3 0.1431
UM.e2e-unconstrained-Primary 35.1
UM.e2e-unconstrained-Contrastive1 18.5

Table 1: Official results for the IWSLT’24 shared task,
as released by organizers.

library. We did not submit results from this exper-
iment as the models failed to produce any output
during inference.

4.1.2 mBART based decoder
For our mBART-based decoding approach, we uti-
lize the model fine-tuned for translating from 49
languages to English as released by (Tang et al.,
2020). Since Maltese has a large vocabulary that is
shared with Arabic and Italian, we decided to use
this model instead of the vanilla mBART model.
We indicate outputs from this system as the con-
trastive system for our work.

4.2 Whisper model
For our main system, we fine-tuned the
whisper-large-v3 model on the released dataset.
As mentioned in previous sections, we also utilize
several pre-processing steps for our dataset while
fine-tuning.

5 Results & Discussion

In this section, we discuss the results from both
submissions. As per the participation instruction,
the results are reported individually for the Com-
monVoice subset, MASRI subset and the combined
testset.

Table 1 provides the official results for differ-
ent submission to the Maltese->English track for
the IWSLT Low-Resource SLT shared task. Our
whisper based submission performed consistently
better than our SpeechEncoderDecoder model
based on wav2vec2-xls-r (Babu et al., 2021) and
mBART (Tang et al., 2020).

A rudimentary manual analysis of our con-
strained system shows a common theme of repeated
phrases across some bad translations. For exam-
ple, for the file MSRTS_M_03_TS_00016.wav,
our contrastive system produced “our words are
not ‘as it were’, the people’s words are
not ‘as they should be’, our words are

not ‘as they should be’, our words are
not ‘as they should be’", whereas for the file
MSRTS_M_09_TS_00008.wav, it produced “and
he comes running” repeated 8 times. We did not
find any conclusive pattern of this repetition based
on the output text length, as in some instances, we
find that only a sub-phrase is repeated one or more
times towards the end of the output. We experi-
mented with different output token lengths while
debugging this behaviour, but it did not yield any
conclusive reason, as it was present while using
different inference strategies as well. Another ap-
proach to fix this behaviour would be a post-fix
approach where we automatically fix the output
with repeated substring search. In this study, we
did not utilize such an approach and left it for future
work.

We analyzed the performance of our primary sub-
mission method using speech in a code-switched
conversation (Hindi and English) and found Whis-
per auto-translating the Hindi part to English in a
few instances when we put the input language as
"en". The nature of these fixes is not deterministic
in this preliminary experiment, as we saw differ-
ent segments translated in different runs. However,
due to the end-to-end nature of our approaches, we
are uncertain if this is the case with our model as
well. We attribute the improved performance of
the Whisper model to the increased pre-training of
the model on more data than wav2vec2-xls-r. How-
ever, without inspection of the data and the high
domain sensitivity in Maltese, it remains difficult
to quantify the effect.

We also note that our models’ performance on
the testset closely resembles the results we obtained
on the dev set during our training. Our primary
model scored 35.9 on the dev set, whereas it scored
35.1 on the testset; similarly, our contrastive model
scored 18.5 on both dev and test splits.

6 Conclusion & Future work

In our end-to-end translation system experiments,
we report that the Whisper-based model outper-
forms our SpeechEncoderDecoder model. The per-
formance of our contrastive model is much worse
for the MASRI subset than that of the Common-
Voice subset. We report that multi-lingual pre-
training and fine-tuning can provide good-quality
translation output in an end-to-end approach. We
also report that since Whisper is already trained in
a semi-supervised manner, the model output had
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to be re-processed to produce the ideal results for
this work. Overall, the results are much better com-
pared to Williams et al. (2023a) for IWSLT 2023.
However, we note that in the previous edition, the
test dataset drastically differed in quality and do-
main compared to the test set for this year’s shared
task. However, it is not possible to draw a parallel
for this comparison as the test set in the IWSLT’23
edition consisted of a podcast episode, which is
more colloquial in nature. It also suffered from
poor ASR outputs as there were instances of speak-
ers talking over each other. Another hypothesis is
that while much of the training data for the MT part
of the previous submission contains legal domain
data, which has more influence from Italian, the
colloquial speak has more influence from Arabic.

Based on the performance of our SpeechEn-
coderDecoder model, we hypothesize that data
augmentation and combining parallel data from
Arabic and Italian may improve the models’ per-
formance. We aim to extend this study with an
analysis of gain/drop in performance when using a
fine-tuned mBART50 as a translation system from
Arabic and Italian to English, compared to using
the same model as the decoder in this encoder-
decoder setting. We also aim to investigate the
auto-translation capabilities of Whisper-based mod-
els by using them in a pipeline-based approach as
well.

Furthermore, using language-specific adapters
to leverage models trained only on ASR or NMT
data enables SLT in low-resource contexts. Pre-
vious work on this area (Escolano et al., 2021),
(Le et al., 2021), including previous submissions
to IWLST (Gow-Smith et al., 2023) achieved high
BLEU scores and found that this method works
particularly well in low-resource contexts. We also
aim to explore this approach in the future with
related languages such as Italic and Arabic, as it
shows promise for Maltese-English SLT.
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