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Abstract

Generating rare words is a challenging task for
natural language processing in general and in
speech translation (ST) specifically. This paper
introduces a test suite prepared for the Offline
ST shared task at IWSLT. In the test suite, corre-
sponding rare words (i.e. named entities) were
annotated on TED-Talks for English and Ger-
man and the English side was made available
to the participants together with some distrac-
tors (irrelevant named entities). Our evaluation
checks the capabilities of ST systems to lever-
age the information in the contextual list of
named entities and improve translation qual-
ity. Systems are ranked based on the recall
and precision of named entities (separately on
person, location, and organization names) in
the translated texts. Our evaluation shows that
using contextual information improves transla-
tion quality as well as the recall and precision
of NEs. The recall of organization names in all
submissions is the lowest of all categories with
a maximum of 87.5% confirming the difficul-
ties of ST systems in dealing with names.

1 Introduction

Generating rare words is a big challenge for several
natural language processing (NLP) tasks such as
machine and speech translation and speech recog-
nition. Rare words are those terms that have a low
frequency in the training data and include, among
others, named entities (NE), i.e. names of persons,
organizations, and locations, acronyms and abbre-
viations, and domain-specific terms. These words
carry a huge amount of the information of a sen-
tence (Li et al., 2013) and their wrong realization
in a text can significantly impact the user’s under-
standing and experience.

In machine translation (MT), there has been a
significant effort in making the translation system
able to translate better the rare words (Sennrich
et al., 2016; Koehn and Knowles, 2017; Niehues
and Cho, 2017). This becomes crucial when trans-

lations serve as a base for upstream tasks like sum-
marization, errors in those named entities can in-
troduce wrong attributions or overall misleading
information. To improve the accuracy of translating
named entities correctly one could either integrate
a knowledge graph (Mota et al., 2022; Xie et al.,
2022) or use NE tags in the source sentence to
make the NMT system aware of the NEs (Ugawa
et al., 2018; Dinu et al., 2019; Zhou et al., 2020).

For automatic speech recognition (ASR) the
problem with rare words and NEs is even harder
since with speech the system has to handle an ad-
ditional modality. Similar to NMT there is a lack
of training data for those entities and in addition to
that, the pronunciation of named entities is often
different compared to other words. Current state-of-
the-art approaches tackle this problem using con-
textual biasing (Sathyendra et al., 2022) where the
ASR system is provided with contextual informa-
tion which can be a list of named entities. The
work is usually distinguished in a shallow-fusion,
where the actual ASR model is untouched and only
modifications are added at inference time (Wang
et al., 2023) and a deep-fusion approach, where a
context mechanism is trained and later used as a
black-box (Munkhdalai et al., 2023; Zhou et al.,
2023; Huber et al., 2021; Sathyendra et al., 2022;
Bruguier et al., 2019).

In speech translation (ST), addressing the modal-
ity problems encountered in ASR and the lack of
alternative translations for NEs in neural machine
translation simultaneously increases the complex-
ity of the problem. There is already existing work
exploring the capability of ST system handling NEs
(Gaido et al., 2021). Similar to their work also this
test suite concentrates on evaluating the accuracy of
translating named entities for person, organization
and location names. Additional to Gaido et al. also
the precision in translating named entities of the
systems is evaluated. Furthermore contextual infor-
mation is given per talk as a list of named entities
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to evaluate if a system can utilize this information
for the translation task.

It has been shown that the main factors for a
cascaded system might be the frequency of words
occurring in the training and foreign words with
different pronunciations (Gaido et al., 2022). They
suggest tackling the first factor by using more data,
synthetic data, or fine-tuning on in-domain data.
The second factor is tackled by using multilin-
gual speech data to increase the variety seen for
phoneme-to-grapheme mappings during training.
Additionally, there has been work incorporating a
list of named entities into a direct ST model to im-
prove the accuracy for NE translation (Gaido et al.,
2023) based on the CLAS approach for contextual
ASR (Pundak et al., 2018).

We proposed a test suite for the Offline ST
shared task at IWSLT to draw attention to the prob-
lem of NE translation in speech translation. The
test suite was used to evaluate the ability of ST sys-
tems to translate NEs in the English-German TED
test set accurately. The test suite provides con-
textual information in the form of a list of source
language NEs that may or may not be present in
the source spoken audio. The aim is to assist the
ST system in improving translation quality. This
paper introduces the test suite and examines the
performance of different submitted ST systems on
our test. Our findings indicate that ST systems en-
counter difficulties when translating NEs, but the
list of NEs can help enhance the performance when
utilized.

2 Test Suite

2.1 Task

This test suite has been developed to check the ca-
pability of a speech-translation system to leverage
source language textual knowledge to improve the
translation of specific aspects (i.e. named entities),
and properly translate named entities.

For this reason, in addition to the classic test
audio for the English into German translation direc-
tion, contextual information is available in textual
form. This information might be used to mitigate
translation errors on these contextual terms.

The context information was given as a list of
entities per English audio file. To emulate real
scenarios, where large lists can be used without any
adaptation to specific audio, some entities that were
not present in that audio were added as distractors.
The goal of each participant and system is to distill

the correct information from the list and use it to
improve translation quality.

2.2 Data

As a test corpus we use 27 English TED talks with
translations into German used as one of the evalua-
tion sets in the Offline task.

A state-of-the-art multilingual fined-tuned
named-entity-recognition (NER) model based on
BERT (Kenton and Toutanova, 2019)1 is used to
annotate NEs in our test corpus for English as well
as for German. The NER tagger outputs differ-
ent name entity classes – in the following, we will
concentrate on the most frequent classes which are
person names, locations, and organization names.

Additionally, in the first post-processing step,
some miss-classified words were manually re-
moved and statistics of tagged words were calcu-
lated to get a consistent tagging of all words. In the
second step, the correspondence for the named en-
tities from English and German is estimated since
we are only interested in named entities which oc-
cur in the reference as well as in the target. As an
heuristic we construct a graph where each named
entity is represented by a node. In the graph, there
is only an edge between two nodes if the charac-
ter edit distance of two named entities of the two
different languages was below a specific threshold.
To finally estimate the correspondence a maximum
bipartite matching (Hopcroft and Karp, 1973) is
calculated between the named entities of German
and English per segment.

Finally, the lists for each segment were merged
per talk resulting in a list of named entities with
corresponding entities in English resp. German.

Exemplary excerpts of a talk can be examined in
table 1.

Table 1: Exemplary corresponding named entity in the
test corpus tagged by a NER model.

English Transcription
a. The Company and Jan Pieterszoon
Coen, its Governor-General
b. In 1971, East Pakistan seceded
German Translation
a. Das Unternehmen und Jan Pieter-
szoon Coen, sein Generalgouverneur
b. 1971 spaltete sich Ostpakistan ab

1The cased version of BERT is used because also the tran-
scripts resp. translations are provided cased.
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The same procedure as described above was ap-
plied to nearly 400,000 sentences from other TED
talks to extract named entities. In the final step
for each English audio in the test set distractors
were sampled from these entities to add at least one
distractor per audio but a maximum reach of 20%
distractors per audio (c.f. table 2). This results in
a final named entity list containing 153 words in
total (including distractors).

Table 2: Excerpt of the final context list containing
named entities. One line corresponds to one whole
audio of the utterance in table 1. The list was artificially
augmented by adding distractors (bold).

a. Banda, Banda Islands, Bandanese,
Coen, David Brin, Europe, Jan Pieter-
szoon Coen, Verenigde Oostindische
Compagnie
b. Alex Kipman, Assam, Bangladesh,
Bengal, Calcutta, Delhi, Dhaka, East
Pakistan, Hindus, India, Jawaharlal
Nehru, Karachi, Kashmir, Lahore, Mo-
handas Gandhi, Muhammad Ali Jinnah,
Pakistan, Punjab, Shree Bose

2.3 Metric
The submitted hypotheses were automatically re-
segmented based on the reference translation.

Since the hypothesis-reference sentence align-
ment might not always be correct in the follow-
ing evaluation the named entity measurements are
calculated per audio. A named entity in the hy-
potheses translations is considered a hit if an exact
case-sensitive match in the reference is found and
a miss otherwise. Those hits and misses per audio
are then used to calculate the recall.

Furthermore the same procedure as described in
section 2.2 was applied to all submitted translations.
By finding a match of the detected named entities
in the reference, the precision of translated named
entities can be calculated which is reported as NE-
Precision.2

The translation quality is computed using the
COMET score (Rei et al., 2020).

3 ST Models

All tested systems are cascaded systems that first
transcribe the audio by an ASR system and trans-

2We want to note that this metric depends on the perfor-
mance of the NER model used for extracting NEs on the
different translation submissions.

late the transcript with an NMT system. That might
be due to the fact that cascaded systems performed
better than end-to-end systems for Offline ST in
the last years’ evaluations (Agarwal et al., 2023;
Anastasopoulos et al., 2022, 2021). There exist
three different data conditions3: Firstly constrained,
where the systems are only allowed to be trained
on a fixed amount of data, secondly constrained
+ LLM where in addition a list of allowed large
language model (LLM) can be used and thirdly un-
constrained to allow training the system and a large
amount of training data.

The only system incorporating the contextual
information is the submission of the Karlsruhe In-
stitute of Technology (KIT). Their cascaded system
uses a LoRA (Hu et al., 2021) fine-tuned LLM to
1) post-edit the ASR transcript incorporating the
N-best list and 2) to post-edit the MT output on
document-level. Only their primary (prm) submis-
sion injects contextual information in the second
step by including the words into their LLM prompt.
The first contrastive submission (ctr1) only applies
the ASR post-edit step and for ctr2 both LLM cor-
rections are used but without injecting the contex-
tual information.

All unconstrained systems use a multilingual
ASR model - namely Whipser-large-v3 (Radford
et al., 2023) - for transcription.

As stated above also the Huawei Translation Ser-
vice Center (HW-TSC) and Carnegie Mellon Uni-
versity (CMU) submitted a cascaded approach.

4 Results

All systems’ results are reported in table 3 grouped
by the aforementioned data condition (c.f. sec-
tion 3). It can be observed that unconstrained sys-
tems are performing better on the general ST met-
ric, COMET, as well as on the named entity recall
and precision. Because the unconstrained systems
are trained on more data, also the number of named
entities might be higher, which directly is related
to predicting named entities correctly (Gaido et al.,
2022). Additionally the multilingual ASR com-
ponent of the unconstrained cascaded ST systems
might be beneficial for the translation of named en-
tities because often names originate from different
languages than the actual source language (English
in our case). This observation is also au-pair with
other investigations (Gaido et al., 2022). Also, we

3For more details visit the webpage of IWSLT-2024 offline
track: https://iwslt.org/2024/offline

341

https://iwslt.org/2024/offline


Table 3: Systems evaluated using general MT metric COMET as well as recall (NE-Recall) and precision (NE-
Precision) of named entities per category person (per), location (loc) and organization (org) evaluated in the target
language (German) and number of predicted distractors (DT).

System COMET NE-Recall [%] NE-Precision [%] DT
ALL per loc org ALL per loc org

Data Condition: Unconstrained
NYA (prm) 0.8339 88.68 84.44 97.78 75.00 75.15 76.36 82.05 57.89 -
NYA (ctr1) 0.8329 91.51 84.44 100.00 87.50 74.56 78.18 78.75 58.33 -
NYA (ctr2) 0.8330 91.51 84.44 100.00 87.50 74.55 77.36 78.48 57.14 -
NYA (ctr3) 0.8332 91.51 84.44 100.00 87.50 73.10 78.18 77.78 54.05 -
CMU (prm) 0.8596 83.96 80.00 93.33 68.75 64.61 65.08 72.15 47.50 -
CMU (ctr1) 0.8542 83.02 80.00 91.11 68.75 61.96 65.08 71.43 42.55 -
CMU (ctr2) 0.8358 83.96 80.00 93.33 68.75 63.74 65.57 75.64 42.55 -
HW-TSC (prm) 0.8461 88.68 84.44 95.56 81.25 71.76 75.41 76.71 54.05 -
HW-TSC (ctr) 0.8472 88.68 84.44 95.56 81.25 73.21 76.67 55.56 78.08 -

Data Condition: Constrained
HW-TSC 0.8376 87.74 84.44 93.33 81.25 73.91 76.27 76.06 60.61 -

Data Condition: Constrained + LLM
KIT (prm) 0.8283 87.74 86.67 93.33 75.00 68.75 73.68 78.08 42.42 0
KIT (ctr1) 0.8245 83.96 80.00 93.33 68.75 64.85 60.32 79.45 40.62 -
KIT (ctr2) 0.8260 85.85 84.44 93.33 68.75 66.47 67.80 78.38 40.54 -
HW-TSC 0.8490 89.62 86.67 95.56 81.25 73.78 79.63 74.36 60.61 -

might suspect a data leakage problem since the
Whisper model was released in November 2023
and some TED talks from the test set are publicly
available since 2013.

Furthermore the recall and precision for loca-
tions archives the highest score, followed by per-
sons and then organization names. That might be
related to the main factor of frequency of words
occurring in the training which likely is higher for
location names compared to person and organiza-
tion names.

Looking closer at the unconstrained submissions
one can observe that CMU’s primary submission
is the best-performing submission for COMET, but
NYA’s contrastive submissions achieve a better NE-
Recall as well as NE-Precision.

Comparing HW-TSC’s primary submission on
the constrained data to the condition with LLM, it
achieves the highest precision for named entities in
general and also has a competitive performance for
the recall.

From the results for KIT’s primary (prm) and
second contrastive (ctr2) submission, it can be seen
that the overall recall and precision of NEs as well
as the scores for person and organization names
increased. This indicates that the provided context
information can be useful to not only increase the

general COMET score but also the translation for
NEs.

Additionally, the number of appearing distrac-
tors (DT) in the translations was measured. Only
KIT’s primary submission used the provided con-
text information and is therefore prone to copying a
wrong-named entity from the provided list. Never-
theless, 0 distractors were copied from the provided
context list.

Table 4: Exemplary misses for the person named entity
(Charles Locock) as well as one correct translation of
four German hypotheses translations of unconstrained -
NYA (prm) and CMU (prm) - and constrained systems
with a LLM - HW-TSC and KIT (ctr2).

Reference
Mediziner wie Sir Charles Locock
Hypotheses
NYA (prm) Ärzte wie Sir Charles Lowcock
CMU (prm) Ärzte wie Sir Charles Lockhart
HW-TSC Ärzte wie Sir Charles Lowcock
KIT (ctr2) Ärzte wie Sir Charles Locock

In table 4 an example of a person-named en-
tity that was mistranslated by most of the tested
systems can be examined. In that example, only
KIT’s submissions translated the name Charles Lo-
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cock correctly. Other systems translated the last
name as Lockhart, Lowcock, or Lowcock. All miss-
translations are close to the actual name Locock but
might raise confusion when reading the translation
without having access to the original audio.

Table 5: Two exemplary misses for the organizational
named entity (WARIF) as well as two correct translations
in four German hypotheses translations of unconstrained
- NYA (prm) - and constrained systems - KIT (ctr2), KIT
(prm) and HW-TSC.

Reference
Internationale Stiftung für Frauen in
Gefahr, WARIF, gegründet
Hypotheses
NYA (prm) Women at Risk International

Foundation, WAR
KIT (ctr2) Women at Risk International

Foundation (WRIF) gegrün-
det

KIT (prm) Women at Risk International
Foundation (WARIF) gegrün-
det

HW-TSC Women at Risk International
Foundation, WARIF

Additionally translations of an abbreviation resp.
an organizational named entity, namely WARIF
which is short for Women At Risk International
Foundation, are reported in table 5. The NYA’s pri-
mary resp. KIT’s second contrastive system is miss-
ing the NE and translates it with only WAR resp.
WRIF. Also, it’s worth noting that when injecting
the contextual information the KIT’s primary sys-
tem is translating this organizational NE correctly.
For completes: also the HW-TSC’s primary sub-
mission was translating this NE correctly without
using any contextual information. Especially for
organization terms, it’s important to translate them
correctly. In this example, it can be seen that a hal-
lucinated abbreviation also introduces confusion
and makes it hard to understand the meaning of the
translation.

5 Conclusions

In our test suite, we explored the translation of
named entities for English-German ST. Named
entities are translated correctly with a recall of
approx. 92% and a precision of approx. 75% in
an unconstrained, approx. 88% resp. 74 % in a
constrained data condition without LLMs and ap-

prox. 90% resp. 81% in a constrained data con-
dition with using a LLM. Firstly this indicates
that LLMs comprise contextual knowledge about
named entities which is useful to translate named
entities. But secondly that also suggests that there
is still a gap in translating named entities correctly,
especially looking at the category of organization
names where when additionally using a LLM the
precision and recall was not improved. Further-
more that might indicate that the capabilities of
LLM of improving the quality of named entity
translation is limited due to the fact that some mis-
reconized named entities can not be corrected with-
out the access to audio information in a cascaded
system.

The given contextual information (list of named
entities) improved the overall COMET score as
well as the recall and precision of NE translation.
We are looking forward having more systems using
a context list for ST to see more benefits from using
provided contextual information or LLMs using
audio information for translation directly.
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