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Abstract

Powerful LLMs such as ChatGPT master a
wide array of tasks, but have notable limita-
tions in domain-specific areas, especially when
prompted to recite facts. This is of particular
importance for knowledge workers who are in-
creasingly adopting LLM-based tools. While
there are various techniques that can help in-
gest knowledge into LLMs, such as instruc-
tion tuning and alignment, most have disadvan-
tages. We examine the impact of prominent
training techniques on LLMs’ knowledge accu-
racy using a knowledge-dense dataset that we
curate from r/AskHistorians, a rich source
of historical knowledge. We evaluate the im-
pact of different model sizes from 1.3B to 7B
parameters and other factors such as LoRA
adapters, quantization, overfitting, and the in-
clusion of Reddit data in pretraining. In ad-
dition, we measure linguistic metrics and hu-
man and LLM-based preferences. Our results
suggest that pretraining and model size have a
much stronger effect on knowledge accuracy
than continued pretraining – except in cases of
overfitting to the tested knowledge. Fine-tuning
on our Reddit dataset introduces less complex,
but slightly more toxic language. Our study
explores the challenges of injecting domain-
specific datasets into LLMs and has implica-
tions for practitioners, e.g., when LLMs are to
be fine-tuned with company-specific datasets.

1 Introduction

Large Language Models (LLMs) have evolved far
beyond mere natural language processing tools and
are now widely used by knowledge workers seek-
ing answers to knowledge-related questions. How-
ever, while these models incorporate a vast set of
world knowledge due to their pretraining on tril-
lions of tokens, they still often lack niche domain-
specific knowledge, which can manifest in halluci-
nations or unspecific responses (Huang et al., 2023).
In addition, an LLM’s knowledge may need to be

updated from time to time (Ovadia et al., 2023).
These issues are especially critical for models de-
ployed in professional settings to assist knowledge
workers in performing knowledge-intensive tasks
in particular domains.

There are various ways how one can try to ingest
knowledge into LLMs, but each has its disadvan-
tages: Unsupervised pretraining enables LLMs to
learn immense amounts of knowledge, but with-
out long-tail details (Kandpal et al., 2023). Super-
vised fine-tuning (SFT, or instruction tuning) can
be used to expose the model to new knowledge
when learning a new task, but niche facts do not
seem to “stick” (Kandpal et al., 2023) and fine-
tuning without the original training data can lead
to catastrophic forgetting (Kirkpatrick et al., 2016;
Kemker et al., 2018); Alignment using techniques
such as Reinforcement Learning from Human Feed-
back (RLHF; e.g., as used in Touvron et al. 2023)
or Direct Preference Optimization (DPO; Rafailov
et al. 2023) can greatly improve the quality of gen-
erated texts and introduce safety mechanisms, but
requires costly training due to very small learning
rates for highly nuanced model adjustment. Re-
trieval Augmented Generation (RAG; Lewis et al.
2020) appears to be a promising workaround that
avoids fine-tuning, but requires a more complex ar-
chitectural setup and a greater number of prompts
and tokens to operate, causing higher usage costs,
while the result quality is highly dependent on the
information stored in its database.

We investigate this area of research using a large
dataset from r/AskHistorians, a strictly moder-
ated online community on Reddit, that contains
questions and long-form answers on diverse histor-
ical topics, often discussing very specific historical
facts. As Reddit users can up- or downvote posts
and comments, the dataset provides inherent hu-
man feedback that can be leveraged for aligning
LLMs with DPO. Given that social media datasets
often pose challenges with regard to issues such as
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data quality and toxicity, we exercise special care
to curate a high-quality dataset. Furthermore, we
assess the impact of different model sizes (ranging
from 7B to 1.3B parameters), the usage of LoRA
adapters and quantization, and overfitting to the
knowledge dataset. We present an approach to
measure the knowledge accuracy of the models by
manually creating a Knowledge Filling dataset. In
addition, we conduct human and LLM-based eval-
uation, and consider more traditional NLP metrics
such as text complexity, reading time, and toxicity.
The main purpose of this work is to demonstrate
how one can proceed when attempting to inject spe-
cific knowledge into LLMs and evaluate its success.
Our code is publicly available on Github1.

2 Background

2.1 Models, Datasets & Related Work

There is a variety of capable LLMs available, in-
cluding proprietary solutions such as ChatGPT and
Google’s Gemini (Gemini Team, 2024), and open-
source alternatives such as Meta’s Llama-2 (Tou-
vron et al., 2023) and Mistral’s various models,
e.g., Mistral-7B-v0.1 (Jiang et al., 2023). In
this work, we utilize leading open-source LLMs
that fulfill our conditions along two dimensions:
different model sizes that are sufficiently small
to run on consumer-grade hardware with 1.3B
(pythia-1.4B, Biderman et al. 2023) to 7B pa-
rameters (Mistral-7B-v0.1, Jiang et al. 2023;
zephyr-7B-beta, Tunstall et al. 2023) and are ei-
ther pretrained with Reddit data (pythia-1.4B; Bi-
derman et al. 2023) or not (phi-1.5; Li et al. 2023).
It should be noted that (1) phi-1.5 is trained on
textbook-style synthetic data exclusively, and (2)
the training data for Mistral-7B-v0.1 is not dis-
closed, but one can assume that it has seen various
types of online data, including social media data
from Reddit, based on its generated texts.

Reddit is a social media platform containing
communities known as subreddits, where individ-
uals share and discuss content on a wide range
of topics. Users can up- or downvote posts and
comments to indicate their preferences. This pro-
vides an inherent quality rating of posts that can be
leveraged for fine-tuning, aligning, and evaluating
LLMs. In recent years, social media datasets have
become essential for training and evaluating LLMs.
For example, Fan et al. (2019) present a large cor-

1https://github.com/aiintelligentsystems/
askhistorians-knowledge-filling

pus for long-form question answering centered
on the subreddit r/explainlikeimfive (ELI5),
and Buz et al. (2024) utilize r/Showerthoughts
to train LLMs for generating creative and witty
texts that deceive human evaluators. Ayers et al.
(2023) compare responses to patient questions writ-
ten by physicians on the r/AskDocs subreddit to
those generated by ChatGPT, finding that annota-
tors prefer ChatGPT’s responses in 79% of cases.
Apart from work about Reddit communities, there
are also very large internet datasets such as Com-
monCrawl (Common Crawl, 2024) and the Pile
(Gao et al., 2020), which include social media data
and have been used (in their entirety or after filter-
ing) for pretraining a variety of LLMs, including
GPT-3 (Brown et al., 2020). UltraChat (Ding et al.,
2023) and UltraFeedback (Cui et al., 2023) are two
noteworthy datasets, which have enabled the cre-
ation of zephyr-7B-beta from Mistral-7B-v0.1
using SFT and DPO, respectively (Tunstall et al.,
2023).

In summary, related research shows that social
media datasets, specifically those from Reddit, can
be valuable in the context of LLMs. However,
there is no work yet that examines how domain-
specific social media datasets can be curated to
create knowledge datasets, nor how knowledge can
be injected from such datasets into LLMs using
different techniques.

2.2 Training

A full pipeline for training an LLM as a chatbot
or question-answering system typically consists of
the following steps, as outlined in Touvron et al.
(2023): (1) Unsupervised pretraining on a large
dataset (potentially trillions of tokens) to help the
LLM identify common linguistic patterns, (2) SFT
on a set of questions (or prompts) and best answers
to teach the LLM specific tasks and ways to re-
spond, and (3) alignment on a preference dataset
(i.e., two answers of which one is rated as better
than the other), e.g., using RLHF, to fine-tune the
quality of the LLM’s responses towards nuanced
differences in human preference.

A common method for RLHF is Direct Pref-
erence Optimization (DPO; Rafailov et al. 2023),
which avoids a reward model and instead utilizes
preference scores directly, enabling a more efficient
and stable model alignment.
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2.3 Knowledge Injection

As described above, there are various techniques
for modifying LLMs and instilling knowledge, with
each technique having its own advantages and dis-
advantages. Yu et al. (2020) distinguish between
internal and external knowledge sources for LLMs:

Regarding internal knowledge, Kandpal et al.
(2023) argue that unsupervised pretraining and SFT
are good at making LLMs learn broad world knowl-
edge and specific tasks, respectively, but fail at in-
jecting specific facts and niche knowledge they con-
sider long-tail knowledge. Other research indicates
that fine-tuning on specific data can lead to catas-
trophic forgetting on previously learned tasks (Kirk-
patrick et al., 2016; Kemker et al., 2018), while the
concept of continual learning advocates approaches
that aim to prevent this (Zhou et al., 2024; Scialom
et al., 2022). In contrast, Liu et al. (2023a) present
a model that is specifically fine-tuned on a dataset
related to chip-design tasks – the authors show that
a model specifically pretrained on a highly domain-
specific dataset yields improved performance on
related tasks. As an alternative, Jiang et al. (2024)
propose pre-instruction tuning to inject knowledge
before fine-tuning on documents, which seems to
improve on this task, but is more difficult to im-
plement correctly. Alignment techniques such as
DPO (while more efficient than PPO; Schulman
et al. 2017) are costly approaches that focus on
nuanced alignment of LLMs using a very small
learning rate. Furthermore, very recent work in-
dicates that using LoRA adapters for training re-
duces the learning and forgetting effects (Biderman
et al., 2024). In our experiments, we focus on inter-
nal LLM knowledge and investigate how strongly
these techniques can affect an LLM’s knowledge
when trained and evaluated in the historical domain.
We disregard more complex specialized techniques
such as knowledge editing, which aims to mod-
ify a model’s parameters (Wang et al., 2023) or
its outputs through a smaller language model (Liu
et al., 2024) or a steering vector (Rimsky et al.,
2023), due to their complexity and lack of support
in common libraries such as PyTorch.

While not the focus of this work, it is relevant to
point out research on incorporating external knowl-
edge – Retrieval-Augmented Generation (Lewis
et al., 2020) is often presented in related work as
a better alternative for knowledge injection (Ova-
dia et al., 2023). However, RAG requires a more
complex architectural setup including a suitable

database with a retrieval model that is connected
to the main LLM and yields relevant excerpts of
text fed to the latter via prompting, increasing the
amount of input tokens. This increases the usage
cost and introduces various risks – e.g., difficulties
of inserting new information, or retrieval of unsuit-
able pieces of information. We consider methods
incorporating extrinsic data sources at runtime as
beyond the scope of this work.

2.4 Evaluation

Evaluating LLM-generated texts, especially in long
form, in a scalable and reliable way remains an on-
going challenge at the time of writing. Human judg-
ment is still the gold standard when it comes to as-
sessing the generation quality of dialogue-tuned or
question-answering models (Touvron et al., 2023)

A key idea when evaluating LLMs is to compare
the output of a fine-tuned LLM to another LLM that
is considered state-of-the-art or a valid baseline,
e.g., Touvron et al. (2023) compare their results
to GPT-4 (OpenAI, 2023) with human annotators.
The LLM-as-a-judge approach aims to automate
this by instead invoking high-quality LLMs such
as GPT-4 (Zheng et al., 2023; Liu et al., 2023b)
to perform the assessment – while there seems to
be decent correlation with human preference, these
approaches are subject to various biases, e.g., the
judge LLMs preferring longer responses or those
that are similar to what they are trained to respond.

In addition to the evaluation of text quality, var-
ious descriptive metrics are commonly used to
measure simpler properties of texts, e.g., toxicity
(Hartvigsen et al., 2022), text complexity, and read-
ing time (Ward et al., 2023).

3 Methodology

An overview of our technical setup is shown in
Figure 1: We process and curate a preference
dataset from the raw r/AskHistorians data, uti-
lize it for model training using SFT (phi-1.5 and
zephyr-7B-beta) and DPO (zephyr-7B-beta)
and evaluate using different approaches, in-
cluding GPT-4-turbo as LLM judge, and
Mistral-7B-v0.1 and pythia-1.4B for baseline
comparisons.

3.1 Dataset

We retrieve our dataset from the Pushshift API
(Baumgartner et al., 2020), which was freely acces-
sible until mid-2023, when the Reddit API terms
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Figure 1: An overview of our experimental setup

Figure 2: r/AskHistorians dataset example (accessi-
ble via reddit.com/1cuvs50)

were changed due to growing demand for training
machine learning models. Therefore, our dataset
ranges from the creation of the subreddit in August
2011 until the end of 2022 and contains approx-
imately 116,452 questions and 384,491 answers.
Figure 2 shows an example of the discussions on
r/AskHistorians – questions are often about spe-
cific details that require in-depth historical knowl-
edge to respond. The community is strictly mod-
erated to ensure serious and factually correct dis-
cussions, resulting in a relatively small, but high-
quality dataset.

To further enhance the data quality, we eliminate
posts that (1) do not contain questions (e.g., rec-
ommendations or monthly reading lists), (2) are
shorter than 55 characters, (3) have an upvote score
lower than 4 (to focus on popular posts), or (4)
have fewer than two top-level comments as answers
(which we require to build a preference dataset).2

In a final step, we apply the baseline
zephyr-7B-beta model as a smart filter to assign
a quality rating to each question – for this purpose,
we use a few-shot setting that explains criteria for
good questions based on the subreddit’s community
guidelines (further details in the Appendix). We
manually evaluate the smart filter’s correlation with

2Lower-level comments are often posted in response to the
first level comment instead of the question, which disqualifies
them for our purpose.

human judgement based on 100 randomly sam-
pled questions and identify an agreement rate of
70%, which we deem sufficient. This yields a final
dataset of 34,631 questions labelled as “good”, and
100,429 answers.

3.2 The r/AskHistorians Knowledge Filling
Task

Figure 3: Knowledge Filling dataset sample

Accurate evaluation of an LLM’s factuality in long-
form answers is challenging and there are currently
no existing frameworks that we could draw upon
for this purpose. In order to facilitate and enable
this evaluation, we create a Knowledge Filling
dataset3 inspired by the cloze procedure (Taylor,
1953): We rephrase facts from the dataset’s dis-
cussions to ask about a specific fact and formulate
an “answer start” prompt that is only missing the
key fact at its end. The LLM is then prompted to
only generate the missing fact using a very limited
number of tokens (see Figure 3).

We select 100 random samples from the train-
ing dataset to ensure that our models have seen
the data during SFT and DPO, as it is our goal to
measure whether the further training helps in in-
jecting knowledge. The resulting question–answer
prompts are relatively short with an average length
of 100 characters, while the average expected re-
sponse length is 9.9 characters – this enables inex-
pensive evaluation.

3https://huggingface.co/
datasets/aiintelligentsystems/
askhistorians-knowledge-filling
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It is important to note here that this procedure
is critical to separate the evaluation of knowledge
accuracy from linguistic style – a large number of
currently popular evaluation frameworks such as
MTBench (Zheng et al., 2023) and G-Eval (Liu
et al., 2023b) inevitably evaluate linguistic style, as
they prompt for preference or attempt to measure
abstract linguistic properties. Likewise, the per-
plexity metric primarily measures how close a text
is to a linguistic style rather than factual accuracy.

3.3 Model Training

Base models. For our experiments, we conduct
SFT and DPO sequentially on zephyr-7B-beta,
and SFT on phi-1.5 (this model uses a different
training procedure with custom code, therefore we
do not perform DPO on it). These choices are
motivated as follows: zephyr-7B-beta is a pop-
ular checkpoint4 in the commonly used 7 billion
parameter range for base models. We further use
phi-1.5 in an additional experiment because it has
been trained on exclusively synthetic data, which
does not include r/AskHistorians.

For evaluating the Knowledge Filling dataset, we
additionally use mistralai/Mistral-7B-v0.1
and EleutherAI/pythia-1.4B as base-
lines. While we know that pythia-1.4B
included Reddit during pretraining, we assume
that Mistral-7B-v0.1 (and therefore also
zephyr-7B-beta) has seen Reddit data as well,
based on some of the texts it generates that
resemble the structure and patterns seen in Reddit
metadata (e.g., mentioning of a subreddit with
“r/[subreddit name]”).

After preliminary experiments with RLHF and
PPO (which are highly dependent on the quality of
the reward model), we choose Direct Preference
Optimization due to its simple implementation and
higher robustness.

Usage of LoRA and quantization. Low-Rank
Adaptation (LoRA) reduces memory requirements
by approximating the update weight vector dur-
ing training (Hu et al., 2021). LoRA fine-tuning
is a widely used method, which we employ to
efficiently fine-tune the zephyr-7B-beta model,
which would otherwise not fit into our GPU’s mem-
ory during training. However, as the weight up-
dates through fine-tuning are low-rank, this bears
the risk of inhibiting knowledge ingestion. To

4More than 300,000 downloads on the Huggingface Hub
in May 2024.

mitigate this, we fine-tune zephyr-7B-beta us-
ing LoRA but utilize full-weight fine-tuning for
phi-1.5. Quantization further reduces the memory
footprint by using reduced precision for the param-
eters – we apply this to the zephyr-7B-beta and
Mistral-7B-v0.1 models by using bfloat16.

Experimental setup. We use the HuggingFace
transformers Trainer for SFT and DPO, and con-
duct experiments either on Nvidia A6000 48GB
or RTX 3090 Ti 24 GB GPUs depending on avail-
ability, while ensuring identical hyperparameters
across both systems. We run supervised fine-tuning
for a total of 3 epochs and DPO for a total of 18
epochs, selecting the best checkpoint according
to the highest reward accuracies on the evaluation
dataset. Training hyperparameters, detailed in the
Appendix Table 5, were determined based on the
HuggingFace Alignment Handbook (Tunstall et al.,
2024).

To prevent zephyr-7B-beta from forgetting
its generation qualities, we include data from
the model’s original fine-tuning during our SFT
and DPO, following the continual learning pro-
cess (Scialom et al., 2022). We randomly select
samples from UltraChat (Ding et al., 2023) for SFT
and UltraFeedback (Cui et al., 2023) for DPO so
that roughly two percent of our training data is
drawn from the respective original dataset.

3.4 Evaluation
Knowledge accuracy. Our main evaluation task
is the r/AskHistorians Knowledge Filling task
using our manually created dataset. As described
above, this task was created to specifically evaluate
knowledge ingestion through fine-tuning without
being confounded by adaptation to the new do-
main’s linguistic style. We determine an answer
to be correct if the ground-truth is a sub-string of
the generated answer and report the accuracy over
the entire dataset. As in some cases, there can be
multiple versions to write a response (e.g., “World
War II” and “WW2”), we verify all results manu-
ally. For future work, we recommend compiling
lists of possible answers for such cases to reduce
the manual effort.

Stylistic adaptation and general quality. In ad-
dition, we measure the stylistic adaptation of the
models as well their general quality. For this pur-
pose, we utilize a set of NLP metrics to report
(1) the perplexity of the models trained with our
r/AskHistorians corpus as an indicator for how
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Model #params Pretrained LoRA Accuracy
on Reddit ↑ %

Mistral-7B-v0.1 (no training) 7B ✓ 32
zephyr-7B-beta (no training) 7B ✓ 31
zephyr-7B-beta + r/AskHistorians SFT 7B ✓ ✓ 29
zephyr-7B-beta + r/AskHistorians SFT + DPO 7B ✓ ✓ 28
zephyr-7B-beta + r/AskHistorians Subset-Overfit SFT 7B ✓ ✓ 49

phi-1.5 (no training) 1.3B 8
phi-1.5 + r/AskHistorians SFT 9

pythia-1.4B (no training) 1.4B ✓ 13

Table 1: Accuracy on the r/AskHistorians Knowledge Filling task using our manually created dataset. Pretrained
on Reddit indicates whether the model has seen Reddit data during pretraining and the LoRA column indicates
whether LoRA was used for resource-efficient fine-tuning of the model.

well the model replicates the community’s linguis-
tic style, (2) text complexity and reading time mea-
sured by the textstat package (Ward et al., 2023)
to compare linguistic complexity, and (3) the toxi-
city using the HateBERT classifier trained on the
ToxiGen dataset (Hartvigsen et al., 2022).

In addition, (4) we conduct a pairwise compar-
ison study between model variants with (a) hu-
man and (b) LLM-as-a-judge evaluation to mea-
sure preference between a set of two answers per
question (baseline zephyr-7B-beta versus fine-
tuned zephyr-7B-beta). The human evaluation
is conducted in a blind, randomized setting for
evaluators, using 100 randomly sampled question–
answer–answer tuples with three different human
annotators. The LLM-based evaluation follows
the setting proposed by Zheng et al. (2023) and
uses GPT-4-turbo, which the authors commend
for its efficacy in mitigating order or length bias.
The prompt for this evaluation is available in Ap-
pendix C. Annotators are instructed with the same
information, but in addition asked to consider the
factual correctness, linguistic fluency, and accuracy
of answers when indicating their preference. Inter-
rater agreement is measured among humans and
between humans and GPT-4-turbo and reported in
the results in Section 4.2.

4 Results

4.1 Knowledge Accuracy

General observations Our results show that
while the continued pretraining we conduct on
LLMs is successful in instilling the writing style
of r/AskHistorians into the models, we are not
able to measure a notable uplift in the models’
knowledge accuracy. On the contrary, SFT and
DPO not only fail to yield any significant im-

provements in our r/AskHistorians knowledge-
filling task, but instead, the knowledge accu-
racy value decreases slightly with each step of
fine-tuning (see Table 1). For the baselines
Mistral-7B-v0.1 and zephyr-7B-beta we mea-
sure a knowledge accuracy of 32% and 31%, re-
spectively. Fine-tuning zephyr-7B-beta on our
r/AskHistorians dataset decreases the knowl-
edge accuracy scores rather than increasing them
(to 29% and 28% for SFT and SFT + DPO, respec-
tively). This seems counter-intuitive, as it happens
despite the fact that the evaluation questions are
derived from facts that are contained in the training
dataset and therefore seen by our fine-tuned model
variants during training. This indicates that merely
including facts during fine-tuning does not improve
the knowledge accuracy of the model.

Limited benefits of overfitting. In an additional
experiment, we test the upper bound on knowl-
edge ingestion through fine-tuning by deliberately
overfitting our model: We conduct SFT training
of zephyr-7B-beta for 10 epochs on the sub-
set of our filtered r/AskHistorians dataset that
was used to generate the Knowledge Filling test
set. This means that we do not train on the ex-
act question–answer pairs that we evaluate on,
but rather on the long-form question–answer pairs
that were used to create the test question–answer
pairs for knowledge filling and contain all rele-
vant information. This experiment is listed as
r/AskHistorians Subset-Overfit SFT in Table 1
and yields a higher knowledge accuracy of 49%.
While this does show that knowledge can be in-
gested via fine-tuning eventually, the resulting ac-
curacy after 10 epochs is still far from a desirable
90–100%. We note that we do not evaluate sur-
face form knowledge completion, as our question–
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Model Text Complexity ↓ Reading time ↓ Toxicity ↓
[student grade] [s] [0-1]

zephyr-7B-beta 14.34 ± 2.41 24.10 ± 10.37 0.10 ± 0.20
zephyr-7B-beta + SFT + DPO 13.35 ± 3.94 38.75 ± 15.06 0.36 ± 0.22

Original Reddit Answer 11.48 ± 3.72 29.45 ± 28.57 0.20 ± 0.25

Table 3: Descriptive metrics results. The student grade refers to the grade in school such as ”5th grade”. ↑ denotes
higher is better while ↓ denotes lower is better.

answer prompts in the test set are rephrased from
the base training samples.

phi-1.5 and full-weight fine-tuning. Our ex-
periments with zephyr-7B-beta were conducted
using the widely used LoRA (Hu et al., 2021)
technique, due to computational constraints. It
needs to be considered that our negative results
using zephyr-7B-beta could be due to the low-
rank nature of LoRA impeding knowledge capture.
Therefore, we conduct an additional experiment
using full-weight fine-tuning with phi-1.5 as our
base model. As phi-1.5 was not pretrained on
any Reddit data, the model’s knowledge accuracy
score is lower at 8%. In comparison, pythia-1.4B
as a similarly-sized model pretrained on Reddit
has a knowledge accuracy score of 13%, which
indicates a beneficial effect of this pretraining.
However, conducting full-weight SFT on our fil-
tered r/AskHistorians dataset still does not yield
any significant knowledge accuracy improvements,
with a resulting score of 9% (as opposed to 8% for
the baseline). We conclude that fine-tuning fails
to inject knowledge into LLMs (in contrast to a
limited success of pretraining), and LoRA does not
seem to be the root cause of this failure.

Model Perplexity ↓
zephyr-7B-beta 13.12
zephyr-7B-beta + SFT 10.78
zephyr-7B-beta + SFT + DPO 10.75

Table 2: Perplexity of the baseline models and the mod-
els fine-tuned on r/AskHistorians on the respective
training dataset.

4.2 Stylistic Adaptation and General Quality

Evaluations of LLM-generated long-form texts of-
ten consider the writing style and general quality
among their criteria – as measuring a specific as-
pect such as knowledge accuracy is challenging to
achieve. For a more comprehensive evaluation, we
hence also analyze metrics related to these aspects

in addition to the knowledge accuracy evaluation.

NLP metrics. Table 2 shows that the train per-
plexity of the fine-tuned model improves on the
training dataset, indicating that, while knowledge
ingestion failed as detailed in Section 4.1, the lin-
guistic style of the dataset is learned. The other
metrics listed in Table 3 indicate that after fine-
tuning, zephyr-7B-beta generates text that takes
longer to read (i.e., higher reading time) and has
a higher toxicity score, but at the same time has
a lower text complexity score (due to simpler sen-
tences and vocabulary). It should be noted that
the model training changes reading time and toxic-
ity to a stronger extent than present in the original
Reddit answers, as the fine-tuned model reaches
significantly higher values. This suggests that the
model could be “overshooting” during the fine-
tuning process, possibly due to different properties
of the r/AskHistorians dataset compared to the
model’s original training data.

Pairwise comparison. The pairwise comparison
evaluation using human and LLM judges shows a
clear pattern that the fine-tuned zephyr-7B-beta
is rated worse than the baseline model (see Fig-
ure 4). Between the GPT-4 judge model and the hu-
man annotators’ average, we observe a 63% agree-
ment rate, while there is an average agreement rate
of 50% between the three human annotators. This
is interesting, as it shows that there is some ambi-
guity and subjectivity involved in this evaluation
with the human annotators agreeing less with each
other than their average does with GPT-4.

In addition, we use GPT-4 to judge between
the original human written answer and baseline
zephyr-7B-beta: the original answer is preferred
in 54 cases, while Zephyr wins in 46 cases. This
contrasts with the results of the fine-tuned model
and shows that either the fine-tuning process or
zephyr-7B-beta is not sufficient to capture the
general quality of the original Reddit answers in
the fine-tuned model.

Based on a qualitative analysis that we conduct
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Figure 4: Model preferences as chosen by GPT-4 as a
judge (Zheng et al., 2023) and human annotators. The
bar charts display the rate of preferences for each model
on multiple answers. This allows us to compare the
generation quality of the two models.

manually on a random sample, we assume that this
phenomenon is related to the original Reddit data
lacking structure and a consistent style that cur-
rent instruction-tuned models excel in. Individual
authors have different writing preferences, mak-
ing it harder for a model to learn a coherent style.
This is a main difference to purposefully crafted
datasets such as UltraFeedback (Cui et al., 2023).
We observe that the fine-tuned model commonly
generates subjective responses, starting with formu-
lations such as "I think ..." or "If I understand your
question correctly ...", while the original Zephyr
model directly answers the question and provides
its arguments in enumerations. An example of this
is given in the Appendix in Table 6.

5 Limitations

In some of our experiments, there is a risk of test-
set contamination, as the underlying training data
is not transparently declared for all tested models
(e.g., Mistral-7B-v0.1) – it is possible that these
models may have seen parts of our test dataset
during their pretraining when using datasets like
CommonCrawl (Common Crawl, 2024) and the
Pile (Gao et al., 2020). We mitigate this by testing
various model variants, including phi-1.5, which
certainly has not seen Reddit data in pretraining.
Also, the fact that Zephyr has likely seen Reddit
data provides additional insights, as the decreased
knowledge accuracy after fine-tuning and align-
ment potentially indicates reduced ability to gener-
alise.

Our Knowledge Filling dataset for evaluation

has a limited size, as its creation is highly time-
consuming and cannot be outsourced or automated
easily, due to requiring the annotator to understand
the contents of the annotated text correctly. Despite
meticulous curation, the dataset may inadvertently
contain factually inaccurate statements. In addition,
the setup as a cloze test leads to ambiguity: For
instance, when prompted with "Which world war
ended in 1945?", the answer can either be "WW2"
or "World War 2"; or specific dates may appear in
different formats. This is mitigated in our study
through detailed manual verification and would
benefit from automation in future work. We employ
additional evaluation techniques to provide diverse
and more robust results.

The number of conducted experiments and
trained model variants was limited by our access to
shared computational resources, which is why we
were not able to train and evaluate all possible com-
binations of model variants. Therefore, we have
focused on providing a sufficient number of experi-
ments to investigate the most interesting questions
stated in the motivation of this paper.

6 Conclusion

In this work, we show that there are various chal-
lenges when trying to inject knowledge into a LLM
by using common techniques like SFT and DPO,
and present an approach for evaluating the knowl-
edge accuracy and stylistic quality of trained LLMs
from various perspectives. While state-of-the-art
LLMs like zephyr-7B-beta already generate high
quality texts out-of-the-box (due to their training
on carefully curated data) and tend to deteriorate
when fine-tuned on domain-specific texts, conduct-
ing further fine-tuning may still be necessary for
practitioners in order to adjust the models to their
specific use case, e.g., company datasets.

Our approach is intended to inspire practition-
ers to conduct comparable experiments and eval-
uate their specific LLMs’ knowledge accuracy, as
the techniques that we apply are generalizable and
transferable to other domains that require niche or
fact-related knowledge. For future work, there are
various open questions, such as identifying more
powerful ways to inject knowledge into LLMs
and facilitating the creation of similar knowledge
benchmarks at a larger scale.
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A Detailed r/AskHistorians Statistics

Number of samples 34,631
Train/Validation/Test split 70/15/15
Avg answers per question 2.9
Avg question length (chars) 121
Avg answer length (chars) 2,490

Table 4: Filtered r/AskHistorians dataset

B Prompt of the Smart Filter

You a r e an e x p e r t h i s t o r i a n . You c u r a t e q u e s t i o n s t o c r e a t e a high − q u a l i t y d a t a s e t
o f h i s t o r y q u e s t i o n s . Your g o a l i s t o f i l t e r o u t bad q u e s t i o n s . You do n o t have
t o g i v e e x p l a n a t i o n s f o r your answer .

Good q u e s t i o n s

− s h o u l d be a b o u t an e v e n t o r p e r s o n or c u l t u r e i n h i s t o r y
− may a l s o be a b o u t h i s t o r i c a l method ( e . g . "How s h o u l d we d e a l w i th t h e b i a s e s
i n p r i m a r y s o u r c e s ? " )
− do n o t c o n t a i n a p e r s o n a l r e f e r e n c e
− a r e n o t s u g g e s t i v e q u e s t i o n s
− do n o t ask f o r book recommenda t ions
− do n o t c o n t a i n h a t e f u l s t a t e m e n t s
− a r e n o t p o l l − t y p e q u e s t i o n s ( e . g . "Who was t h e most i n f l u e n t i a l p e r s o n i n
h i s t o r y ? " )

Here a r e some examples how t o g r a d e q u e s t i o n s :

*** Examples ***
I s t h e f o l l o w i n g q u e s t i o n a good q u e s t i o n ( Answer wi th yes / no ) ? What ca us ed t h e
Wall S t r e e t Crash o f 1929?
yes

I s t h e f o l l o w i n g q u e s t i o n a good q u e s t i o n ( Answer wi th yes / no ) ? Wednesday AMA:
Magic , Alchemy , and t h e O c c u l t
no

I s t h e f o l l o w i n g q u e s t i o n a good q u e s t i o n ( Answer wi th yes / no ) ? What were t h e
c o n s e q u e n c e s f o r t h e B r i t i s h i n c h o o s i n g t o ho ld on t o
N o r t h e r n I r e l a n d a f t e r World War I ?
yes

I s t h e f o l l o w i n g q u e s t i o n a good q u e s t i o n ( Answer wi th yes / no ) ? When does one
become a h i s t o r i a n ?
no

I s t h e f o l l o w i n g q u e s t i o n a good q u e s t i o n ( Answer wi th yes / no ) ? How much of a
t h r e a t was Iv an VI t o C a t h e r i n e t h e Grea t ' s r e i g n as empress ?
yes

I s t h e f o l l o w i n g q u e s t i o n a good q u e s t i o n ( Answer wi th yes / no ) ? I need some
books on t h e Asian c o n t i n e n t i n g e n e r a l .
no
*** Examples end ***

I s t h e f o l l o w i n g q u e s t i o n a good q u e s t i o n ( Answer wi th yes / no ) ?

C Pairwise Comparison Prompt to GPT-4-turbo

You a r e a s e a s o n e d h i s t o r i a n t a s k e d wi th e v a l u a t i n g r e s p o n s e s t o h i s t o r i c a l
q u e s t i o n s .
C o n s i d e r t h e f o l l o w i n g q u e s t i o n and a s s e s s which o f t h e two p r o v i d e d
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answer s p r e s e n t s t h e most a c c u r a t e and comprehens ive i n f o r m a t i o n . Your e v a l u a t i o n
s h o u l d c o n s i d e r f a c t o r s such as t h e h e l p f u l n e s s , r e l e v a n c e , accu racy , depth ,
c r e a t i v i t y , and l e v e l o f d e t a i l o f t h e i r r e s p o n s e s . Begin your e v a l u a t i o n by
compar ing t h e two r e s p o n s e s and p r o v i d e a s h o r t e x p l a n a t i o n . Avoid any p o s i t i o n
b i a s e s and e n s u r e t h a t t h e o r d e r i n which t h e r e s p o n s e s were p r e s e n t e d does n o t
i n f l u e n c e your d e c i s i o n .
Do n o t a l l o w t h e l e n g t h o f t h e r e s p o n s e s t o i n f l u e n c e your e v a l u a t i o n . Do n o t
f a v o r c e r t a i n names o f t h e a s s i s t a n t s . Be as o b j e c t i v e as p o s s i b l e . A f t e r p r o v i d i n g
your e x p l a n a t i o n , o u t p u t your f i n a l v e r d i c t by s t r i c t l y f o l l o w i n g t h i s f o r m a t :
" [ [A] ] " i f a s s i s t a n t A i s b e t t e r , " [ [ B ] ] " i f a s s i s t a n t B i s b e t t e r , and " [ [ C ] ] "
f o r a t i e .

[ User Q u e s t i o n ]
Q u e s t i o n : %QUESTION

[ The S t a r t o f A s s i s t a n t A ' s Answer ]
%ANSWER1
[ The End of A s s i s t a n t A ' s Answer ]

[ The S t a r t o f A s s i s t a n t B ' s Answer ]
%ANSWER2
[ The End of A s s i s t a n t B ' s Answer ]

D Hyperparameters for SFT and DPO Training

Hyperparameter SFT DPO

Optimizer Adam

Continuous Learning Subset 500 Samples (UltraChat) 500 Samples (UltraFeedback)

Effective Batch Size 256 512

LoRA rank / LoRA alpha 64 / 32 64 / 32

LoRA Target Modules q_proj, k_proj, v_proj, o_proj, gate_proj, up_proj, down_proj

Quantization bfloat16

Training Duration 3 Epochs 1,200 steps / 18 epochs

Max. Sequence Length 2,048 1,024

Score Margin None (best Reddit answer) 12

Table 5: Hyperparameters for SFT and DPO training

E QA examples from Zephyr 7B β

Table 6 shows an example for the differences in generated texts between baseline and fine-tuned
zephyr-7B-beta.
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Type Text
Question "If it wasn’t for us you would be speaking German” was a common phrase when i

was growing up. Has there actually been cases of national language change following
the invasion of a sovereign nation?

Zephyr (SFT +
DPO)

I think the most relevant example of the kind of forced policy being discussed
here was the post Soviet invasion of Afghanistan during the 1980s. As part of a
deliberate policy of pacification, the Soviet regime endeavoured to promote the use
of Afghanistan’s ’official’ language of Dari (which most Afghanis are bilingual
in, or indeed speak instead of Pashto) to the expense of Pashto which, post soviet
invasion, is practically extinct in the Northern and Central Pashto speaking regions
that were occupied by the Soviets. You can get some a sense of how this worked
from George Tibbetts’ An Uzbek and a Turk*, who is writing from the perspective
of an Uzbek (Dari) taught to write in Russian, and those who fled the North that saw
the emergence of states in Afghanistan during the Cold War, such as Maiwada Neko
with whom he works.

Zephyr (base-
line)

"Yes, there have been several cases of national language change following the
invasion of a sovereign nation. Here are a few examples:
1. German occupation of Poland (1939-1945): During World War II, Germany in-
vaded and occupied Poland. The Germans imposed their language on the population,
including mandatory German language lessons in schools and the use of German as
the official language in government. After the war, Poland regained its independence,
but the German influence on the Polish language remained, and many Polish words
of German origin have since become a part of the Polish lexicon.
2. Russian occupation of Ukraine (17th century-present): Russia has invaded and
occupied Ukraine several times in history, and during those times, the Russian
language was imposed on the Ukrainian population. In the late 19th century, as part
of a Russification policy, the Russian government banned the use of Ukrainian in
public life, and education and government were conducted in Russian. This policy
was reversed during Soviet times, when Ukrainian was officially recognized as a
State language, but the Russian language still holds significant influence in Ukraine,
particularly in the eastern and southern regions.
3. British occupation of India (19th century-1947): Britain colonized India in the
19th century, and as part of its imperial policy,English was imposed on the Indian
population. English became the language of government, education, and commerce,
and it remains an official language of India today, along with Hindi and several other
regional languages.
Overall, the long-term effect of language imposition on a population’s national
identity and cultural heritage is complex and multifaceted, and it can vary widely
from case to case. Some people see it as a way to spread a superior culture, while
others view it as a form of cultural colonization and oppression. Ultimately, the
Language Imperialism concept, defined by L UI Valdes, can lead to political and
economic consequences, including persisting biases in favor or against that language,
favoritism for speakers of ’imperial’ linguas prevailing in key sectors as well as in
the education system, and enduring rivalries between native and imperial languages
in technical spheres at some expense to the latter’s purist rectitude."

Table 6: Example question and answer from Zephyr (untrained) and after fine-tuning on r/AskHistorians. The
fine-tuned model responds more concisely, but is more subjective, while the original Zephyr model formats its
answer clearly in bullet points.
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