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Abstract

The task of quotation detection and attribution
deals with identifying quotation spans together
with their associated role spans such as the
speaker. We describe an approach to solve the
task of fine-grained quotation detection and at-
tribution using a sequence-to-sequence trans-
former model with constrained decoding. Our
model improves vastly upon the existing base-
lines on the German news articles quotation
dataset, thereby making it feasible for a first
time to automatically extract attributed quota-
tions from German news articles. We provide
an extensive description of our method, discuss
alternative approaches, performed experiments
using multiple foundation language models and
method variants, and analyzed our model’s pre-
diction errors. Our source code and trained
models are available.1

1 Introduction

Identifying who says what to whom is the central
piece in analyzing written human communication.
It enables scientists or journalists to analyze how
a discourse changes over time, which people par-
ticipate in a discourse, what their points of view
are and much more. With today’s ever-increasing
amounts of data such as online news articles, it
is typically not feasible to manually process the
wealth of data that is of interest for a specific re-
search question.

1.1 Task description

The task of quotation detection and attribution deals
with identifying quotation spans (Quote) in a doc-
ument together with their associated role spans
such as the Speaker or Addressee. While early,
simple variants of the task only considered Direct
quotations spanning at most a single sentence, the

1Source code and model weights: https://github.com/
uhh-lt/seq2seq-quotation-attribution

task’s complexity has increased over time (see Sec-
tion 2.1). We base our work on our recent dataset
(Petersen-Frey and Biemann, 2024) that also fea-
tures a significantly more complex task that re-
quires a fine-grained quotation detection of five
quotation types and attribution of up to four roles
per Quote.

Example 1.1 shows a human-friendly represen-
tation of an annotated text passage. It contains two
quotations (Direct and Indirect) uttered by the same
Speaker. The Indirect quotation is further invoked
by a Cue word "said" within a Frame in the same
sentence. A quotation with all its associated roles
is called a Quote group. The integers behind each
span type indicate which group that span belongs
to. In case of the Speaker "someone", it belongs to
both the first and second group.

Example 1.1 (Annotated text passage)
Most sentences do not contain a quotation.
This is

Indirect 1
an indirect quote, sa

Cue 1
id s

Frame 1

ome
Speaker 1,2

one.

"Followed by a direct quo
Direct 2

te in a new sentence."

In the fine-grained task variant and dataset
(Petersen-Frey and Biemann, 2024), a single quo-
tation can span multiple sentences, each quotation
can be associated with zero to four roles, Quote
groups can be nested inside each other, the same an-
notation span can belong to multiple groups and an-
notation spans can be discontinuous. We solve the
full task with all its challenges and predict Direct,
Indirect, Reported, Free Indirect and Indirect/Free
Indirect quotations together with the Speaker, Cue,
Addressee and Frame roles.

1.2 Example use cases
Reliably extracting Quote groups from a large doc-
ument collection allows researchers or journalists
to quickly analyze the quotations contained in their
data of interest. The type of quotation and exis-
tence of certain roles can be used to filter and/or

https://github.com/uhh-lt/seq2seq-quotation-attribution
https://github.com/uhh-lt/seq2seq-quotation-attribution


aggregate quotations enabling both a quantitative
view and finding individual occurrences to analyze
in detail. To compare different news outlets, time
frames or topics, the fine-grained annotations en-
able corpus comparisons with statistics such as the
distribution of quotation types, fraction of quota-
tions with or without a Speaker or Addressee.

In this paper, we describe our approach to au-
tomatically identify who said what to whom in
German news articles. Our model improves vastly
upon the existing baselines and makes it possible
for a first time to automatically extract fine-grained,
attributed quotations with high precision and recall
from plain text.

2 Related work

We first review previous work on quotation detec-
tion and attribution for English and German. Then,
we review approaches to structured generation as
an essential component to our chosen approach.

2.1 Quotation detection and attribution

The NewsExplorer system (Pouliquen et al., 2007)
is the first system to tackle the task of Direct quo-
tation detection and attribution to a Speaker. Kres-
tel et al. (2008) also detected Indirect quotations
using rule-based reported verb and speech finder.
O’Keefe et al. (2012) created a new labeled dataset
and reformulated Direct quotation detection and
attribution as a sequence labeling task. Pareti et al.
(2013) focus on the more challenging Indirect quo-
tations by training classifiers for the Cue, Speaker
and Quote. Almeida et al. (2014) introduced a
model that jointly solves the problems of quotation
attribution and coreference resolution. Newell et al.
(2018) created the Citron software that implements
an improved variant of the approach by Pareti et al.
(2013) using trainable content resolver and source
resolver. Zhang and Liu (2022) focus only on Di-
rect quotations and test multiple sequence labeling
methods including three neural models.

While quotation detection and attribution in En-
glish news has been addressed by many works, less
have dealt with German news. Bögel and Gertz
(2015) created a rule-based system using depen-
dency trees to extract and attribute Direct and Indi-
rect quotations from German news articles. Papay
and Padó (2019) created a corpus-agnostic, neural
quotation detection model that can detect Direct
and Indirect quotations while omitting Cue and
Speaker. Brunner et al. (2020b) trained simple

sequence taggers on the Redewiedergabe corpus
(Brunner et al., 2020a) to individually detect Di-
rect, Indirect, Reported and Free Indirect quota-
tions without any roles or attribution.

2.2 Structured generation

Conditional language modeling has become a use-
ful technique to tackle structured prediction tasks
using pre-trained language models. The target
structure is flattened into a sequence and a con-
ditional language model is trained to predict it.
Paolini et al. (2021) solve structured prediction
language tasks (e.g. joint entity/ relation extraction
and SRL) by performing translation between aug-
mented natural languages. Liu et al. (2022) argue
that flattening structured information leads to infe-
rior performance. They model structures as action
sequences and achieve a new state-of-the-art on
named-entity recognition, relation extraction and
coreference resolution. Geng et al. (2023) suggest
grammar-constrained decoding without fine-tuning
can solve many structured NLP tasks and show this
for information extraction, entity disambiguation
and constituency parsing. Zhang et al. (2023) show
that task-specific models are not necessary for state-
of-the-art coreference resolution and train a model
to translate the input to a sequence encoding the
coreference information.

3 Method

We frame the task of detecting and attributing quo-
tations as a special clustering task with labeled text
spans. Each cluster contains a single Quote that
may consist of multiple spans. Further, a cluster
may contain multiple spans of the different roles,
e.g. Cue, Frame, Speaker, Addressee. In contrast to
typical clustering, the same role span may belong
to different clusters. We indicate this by applying
multiple IDs to the same span.

On a high level, our method to solve the task
of detecting and attributing quotations with a
sequence-to-sequence model works as follows:

1. Training data pre-processing: Transform the
original text and annotated cluster information
to a suitable linearized token representation
as a training target.

2. Training: Train the sequence-to-sequence
model to predict the linearized token repre-
sentation from the original input text.

3. Inference: During generation, constrain the
model to produce a valid linearized output



from original input text.
4. Post-processing: Transform the linearized rep-

resentation back to the cluster information
with token offsets in the original text.

3.1 Linearization strategies for clustered
quotation annotations

We transform the clustering information into a
sequential representation to employ a standard
sequence-to-sequence model to solve the task. Our
method is inspired by Zhang et al. (2023), who
show that it is feasible to perform state-of-the-art
coreference resolution using standard sequence-
to-sequence models with the appropriate textual
representations. They experimented with a number
of approaches to transform coreference mention
spans and their clusters into linear text. With full
linearization, the full input text is reproduced in the
output – either as tokens or using a special copy ac-
tion that forces the model to predict the token from
the original input sequence to prevent deviations
between the input and target sequences.

With partial linearization, only the tokens be-
ing part of a mention span are reproduced in the
output. This mode is incompatible with the copy ac-
tion, potentially has alignment issues when match-
ing the predicted output back to the original text
and achieves slightly worse coreference resolution
scores. Its advantage is a significantly shorter out-
put length. As generating long token sequences is
a slow and computationally expensive process with
non-linear runtime, partial linearization provides a
way to mitigate this issue.

As such, we focus on the partial linearization out-
putting tokens with sentence markers for quotation
detection and attribution to create a model useable
with fewer computational resources. We call this
method partial token linearization. Since full lin-
earization with the copy action had the best results
for coreference resolution, we use this as our sec-
ond method for quotation detection and attribution
named full copy linearization.

Zhang et al. (2023) also experimented with mul-
tiple techniques to include the cluster ID for each
span. For both our methods, we re-use their best-
working policy and include the cluster ID with a
separation token | and a plain text integer number
right before the closing tag of every span.

3.2 Forward transformation
Our transformation uses two special tokens per
span type for both linearization methods (in ad-

Special token start end
Cue <cue> </cue>
Addressee <addr> </addr>
Speaker <speaker> </speaker>
Frame <frame> </frame>
Direct <direct> </direct>
Indirect <indirect> </indirect>
Reported <reported> </reported>
Free Indirect <frin> </frin>
Indirect/Free Indirect <infrin> </infrin>

Copy from input <cp>
Cluster separation |
Sentence marker <sent> </sent>
Cluster IDs 0 499

Table 1: Special tokens used

dition to the separation | and sentence marker
<sent>, </sent> tokens). We insert specific to-
kens that indicate the start resp. end of a span. Ta-
ble 1 shows all special tokens used for our method.
In total, we add 20 special tokens for full copy
linearization, 21 special tokens for partial token
linearization. For both, we also add 500 integer
numbers for the cluster IDs as special tokens. To
explain the forward transformation, we continue
with Example 1.1. We apply both linearization
methods to produce a sequence out of this cluster
information.

Example 3.1 shows the partial token lineariza-
tion sequence. All tokens from the original text
that are not part of any span are removed. For each
sentence, a sentence marker is inserted at the begin-
ning and end of it. Likewise, each span is marked
using a special token directly before the text span
begins. Spans are ended with a three-token se-
quence: Cluster ID separation token |, cluster ID,
span closing token.

Example 3.1 (Partial token linearization)
<sent> </sent> <sent> <indirect> This is
an indirect quote | 1 </indirect> <frame> ,
<cue> said 1 | </cue> <speaker> <speaker>
someone | 1 </speaker> | 2 </speaker>
| 1 </frame> </sent> <sent> <direct>
"Followed by a direct quote in a new sentence." |
2 </direct> </sent>

Example 3.2 shows the full copy linearization
sequence. Annotated spans are handled identical to
the partial token linearization. In contrast, it does
not contain sentence markers and all originals to-
kens are replaced with the special <cp> copy token.
The copy token enforces that the token is copied
directly from the input.



Example 3.2 (Full copy linearization)
<cp> <cp> <cp> <cp> <cp> <cp> <cp> <cp>
<indirect> <cp> <cp> <cp> <cp> <cp> | 1
</indirect> <cp> <frame> <cp> <cue> <cp>
1 | </cue> <speaker> <speaker> <cp> | 1
</speaker> | 2 </speaker> | 1 </frame>
<cp> <direct> <cp> <cp> <cp> <cp> <cp>
<cp> <cp> <cp> <cp> <cp> <cp> <cp> | 2
</direct>

For both linearization methods, nested spans are
handled by first opening the span that ends later.
As seen in Example 1.1, the Frame and Cue start
at the same token. This results in a linearized
sequence such as <frame> <cue> . . . </cue>
. . . </frame>. It enables a precise reconstruc-
tion of the original clustering information as long
as opening and closing brackets match. To ensure
this, we use constrained decoding.

3.3 Constrained Decoding Strategy

Sequences-to-sequence models can generate arbi-
trary output that might not be possible to be con-
verted back to a cluster representation. To pre-
vent this and enforce valid outputs, we employ con-
strained decoding by masking the log-probabilities
of vocabulary entries (see Daza and Frank (2018);
De Cao et al. (2021)). We use beam search to im-
prove generation quality. While it complicates the
constrained decoding implementation, beam search
has no effect on the rules we enforce.

Partial token linearization Most of the time, we
allow the model to generate any normal vocabulary
subword token, any special start-span token (so
spans can be nested) or the | token used to separate
span text from the cluster ID. However, all these
are forbidden after the | token has been generated
before a special end-span token is issued. During
this short time, only the cluster ID and the correct
end-span token can be generated by the model. The
correct end-span token is the closing "bracket" for
the most recently started span that is yet unclosed.

Full copy linearization We never allow the
model to generate a normal token. Instead, we
only allow the copy token to copy from the input
or use the other special tokens to create spans resp.
clusters. Similar to the first setting, we usually
allow the model to generate the copy token, any
start-span or cluster ID separation token. The copy
token is replaced with the actual token from the
input when generating the next token.

3.4 Reverse transformation

Our system extracts a token offset-based cluster
representation from the linearized sequence to iden-
tify the predicted spans and clusters in the original
plain text.

Full copy linearization Since the constrained
decoding as described above guarantees a valid
output, we can transform the linearized sequence
back to a cluster representation. As described in
Section 3.2, nested spans are handled in a way so
that it is always clear to which span a cluster ID
belongs and which span is ended. To obtain the
span begin and end offsets, we keep a stack of
currently opened spans and close them in reverse
order. Offsets are only affected by the number of
copy tokens as only they correspond to sub-words
in the original text; all other tokens are disregarded
for this purpose.

Partial token linearization To find the offsets in
the original text, the partial linearization requires
an alignment by finding the sequence of predicted
tokens of a span in the input text. We follow Zhang
et al. (2023) who used Gotoh’s algorithm (Gotoh,
1982) together with sentence markers to efficiently
find an optimal alignment. The sentence markers
constrain the alignment to pairs of sentences.

3.5 Alternative methods considered

To solve the task of quotation detection and at-
tribution, we evaluated multiple approaches be-
fore we developed the system using a task-agnostic
sequence-to-sequence model. In this section, we
briefly describe what alternative approaches we
considered and why we decided against implement-
ing them.

Semantic role labeling (SRL) SRL deals with
discovering the predicate-argument structure of a
sentence. This task is related to quotation detection
and attribution as e.g. Cue, Speaker, Addressee
and Quote can potentially be seen as predicate-
argument groups. An apparent solution for the task
is to re-use an existing SRL system. However, they
are strictly designed around the SRL task where
roles must be identified for a single predicate (Cue)
within a single sentence. This setup is incompatible
with the task of general quotation detection and
attribution where Quotes can occur without any
Cue and often span multiple sentences.



Coreference resolution with tagging Corefer-
ence resolution is the task of resolving mentions
(text spans) that refer to the same entity by iden-
tifying and clustering the mentions. When con-
sidering neural models, the task is very similar to
quotation detection and attribution: Identifying and
clustering spans of texts across an entire document.
The primary difference is coreference resolution
uses unlabeled spans, while the quotation task has
spans with different labels. Thus, another poten-
tial solution is to re-use a task-specific coreference
model and combine it with a span tagging model.
The coreference part can already handle nested
spans and the clustering. However, the labeling
part would need to be deeply integrated in the coref-
erence resolution model. Consequently, the system
would no longer predict unlabeled mentions with
arbitrary antecedent relations to form clusters. In-
stead, it would need to predict labeled spans with a
specific set of allowed relations. Coreference reso-
lution models include many special cases to cope
with the computational complexity that make them
ill fit for quotation detection and attribution. For
example, word-level coreference (Kirstain et al.,
2021; Dobrovolskii, 2021) would be incompatible
with the quotation detection task as the same token
would need to be used for multiple spans. Most ar-
chitectures typically set a maximum span length to
achieve practical computational complexity. This
would also be an issue for the quotation attribution
as the quotation spans vary greatly in length and
can be much longer than a mention.

Creating a new task-specific model architec-
ture We also decided against creating a new task-
specific model architecture for two reasons. First,
this approach makes the system dataset-specific to
a large degree; thereby making the re-use of our
model for similar datasets much more challeng-
ing. Second, the approach of creating task-specific
model architectures for every NLP task is cumber-
some, time-consuming and dated compared to a
modern, more generic solution.

4 Experiments

4.1 Data

We use the dataset with attributed quotations in
German news articles described in Petersen-Frey
and Biemann (2024) for our experiments. It con-
sists of 998 news articles split into 700 for training,
150 for development and 148 for test. We present

count avg. len.

Documents 998 249.0
Sentences 13 186 18.8
Tokens 248 480

Quote 4182 16.7
Direct 873 17.5
Indirect 2 250 14.7
Reported 454 18.0
Free Indirect 171 20.4
Indirect/Free Indirect 434 22.3

Roles 10 212
Speaker 3 908 3.5
Cue 2 929 1.6
Frame 3 038 9.0
Addressee 337 2.7

Table 2: Dataset overview

an overview in Table 2. All 4,182 annotated quo-
tation groups contain a Quote. While all roles are
optional, most groups also contain a Speaker. For
more details refer to Petersen-Frey and Biemann
(2024). The data is available as JSON with the
tokenized text and grouped annotations specified
with token offsets for the span start and end. We
transform this data into different sequential repre-
sentation for the training routine depending on the
linearization method and the foundation language
model’s tokenizer.

4.2 Variants

We perform extensive experiments on a number of
combinations of foundation language model, model
size and linearization method. For the foundation
language models, we test T5 (Raffel et al., 2020),
T5 v1.1, Flan-T5 (Chung et al., 2022) as well as
the multilingual mT5 (Xue et al., 2021). We test
all models in three sizes: base (≈ 250 million pa-
rameters), large (≈ 800 million parameters), xl (≈
3 billion parameters). While there are even larger
models available, we do not have the computational
resources to train such large models. Further, we
test both of our linearization methods: Full copy
and partial token linearization. In total, we test
4 ∗ 3 ∗ 2 ∗ 2 = 24 combinations for our models.
We could not obtain results on the two xl variants
of the original T5 model because the computation
ran into timeout errors on our available hardware.
Thus, we only report results on the remaining 22
combinations.



4.3 Training and evaluation details

To enable efficient training in batches with low
amount of padding and limited memory use, we use
a sliding window approach and slice the training
documents into chunks of 2048 subword tokens
with an overlap of half the length. The evaluation
and test documents are not sliced and are fed as
whole into the system. Evaluation uses generation
with 4 beams to improve prediction results.

We train each model for 100 epochs and use
early stopping to prevent overfitting by evaluating
on the development set. Weight decay of 0.01 is
further used as a regularization method. For the
base and large models we use a learning rate of
5 · 10−4, for the xl models a reduced learning rate
of 5 · 10−5 as the models would not converge oth-
erwise. AdamW (Loshchilov and Hutter, 2019) is
used as the optimizer. To help the model adapt to
it’s drastically changed task objective, we use a
learning rate warmup of 0.1.

We train with batch sizes of 8 using a single
A100 GPU for base/large models. For the xl
models, we use two A100 GPUs with DeepSpeed
(Rasley et al., 2020) ZeRO-2 (Rajbhandari et al.,
2020) and a batch size of 4 per device, resulting
in a total batch of 8. In all cases, we use gradient
checkpointing and train the models in bfloat16.

4.4 Evaluation Metrics

We use the evaluation method as described in
Petersen-Frey and Biemann (2024). The method is
based on the precision, recall and F1-metrics on in-
dividual tokens of corresponding spans in matched
clusters. Consequently, a predicted role span can
only be matched to the gold span if they belong to a
matched cluster. While unmatched predicted spans
increase the false positives for this type, unmatched
gold spans increase the corresponding false nega-
tives. Clusters are matched via linear sum assign-
ment of the fraction of token overlap on the Quote
span. Correctly matched clusters produce true posi-
tives for all correct roles and quote spans according
to the set intersection of tokens and false negatives
resp. false positives for two set differences. Preci-
sion, recall and F1 are provided both independently
for the quotations and roles as well as a joint metric.

4.5 Results

We present our main results summarized in Table
3. It shows the result of our best combinations
per model size as compared to baselines for the

t5 t5-v1-1 flan-t5 mt5
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Figure 1: joint F1 score per foundation model

development and test set across all metrics. We
include both baseline systems from Petersen-Frey
and Biemann (2024):

1. A rule-based system (RBS) build on top of
neural components for dependency parsing,
part-of-speech tagging, named-entity recogni-
tion etc.

2. Citron (Newell et al., 2018) consists of indi-
vidually trained classifiers for Cue, Speaker,
Quote and resolvers to group the predicted
spans together.

From our results in Table 3 it is immediately ob-
vious that our trained models far exceed the two
baselines. Our best models deliver almost a two
times higher F1 score than the baselines. While the
rule-base system (RBS) and Citron obtain a joint
F1 score of 39.1 resp. 46.8 on the test set, our best
model scores 80.8. The difference in performance
mainly originates from the vast increase in recall;
going from 29.0 resp. 33.0 to 77.3 for our model.
While we achieve a substantial improvement on the
precision compared to RBS (60.7 versus 84.6), we
manage a slight improvement over Citron (82.4 ver-
sus 84.6) – albeit at an entirely different recall level.
Regarding the prediction of the quotation type, our
model again deliver almost twice the F1 score (44
vs 85). To put an F1 score of 80 into perspective: It
corresponds to a nicely useable prediction from a
manual evaluation of our model’s outputs, although
there are small errors from time to time. We pro-
vide some example outputs in Section 4.8.

4.6 Ablation study

In this section, we discuss the effect of the foun-
dation model type, model size and linearization
method.



quotation roles joint type

model sz lin. prec. rec. F1 prec. rec. F1 prec. rec. F1 prec. rec. F1

development set

RBS* 75.1 36.1 48.8 55.0 25.5 34.9 60.7 28.7 38.9 57.8 29.6 39.1
Citron* 91.5 27.6 42.4 79.3 31.5 45.1 82.4 30.3 44.3 87.0 26.6 40.8
mt5 b part 85.5 75.2 80.0 83.1 71.4 76.8 83.8 72.5 77.8 84.9 74.3 79.2
mt5 l part 89.7 78.4 83.7 83.2 74.5 78.6 85.1 75.6 80.1 89.2 78.6 83.6
mt5 xl part 86.4 79.5 82.8 82.5 75.8 79.0 83.7 76.9 80.1 85.3 79.0 82.0

test set

RBS* 70.8 36.2 47.9 55.6 26.1 35.5 59.9 29.0 39.1 63.5 33.6 43.9
Citron* 88.2 30.1 44.9 77.9 34.2 47.6 80.5 33.0 46.8 86.5 29.6 44.1
mt5 b part 85.9 77.2 81.3 81.8 73.2 77.3 83.0 74.4 78.4 87.5 78.1 82.5
mt5 l part 88.8 81.1 84.8 83.0 75.2 78.9 84.7 76.9 80.6 89.5 81.0 85.0
mt5 xl part 88.2 80.0 83.9 83.2 76.2 79.5 84.6 77.3 80.8 88.5 80.2 84.2

*Baseline results taken from Petersen-Frey and Biemann (2024)

Table 3: Selected evaluation results (baselines and our best model combination per model size). The column sz is
short for size, with b for base and l for large. Complete results are shown in Table 5 and 6 in the appendix.
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Figure 3: joint F1 score per model size

Figure 1 makes it easy to compare the perfor-
mance across different foundation models. We can
see a clear trend: mT5 outperforms Flan-T5 over
all combinations of size and linearization method.
Flan-T5 in turn outperforms T5 and T5 version
1.1 over all combinations. T5 version 1.1 behaves
oddly in comparison to the other three foundation
models: It exhibits a rather large difference of over
20 F1 points between its best and worst combi-
nations. We attribute this to the fact this specific
foundation model was only pre-trained using lan-
guage modeling excluding any supervised training
on other tasks.

Figure 2 compares the performance across our
two tested linearization methods: Full copy lin-
earization and partial token linearization. In all but
one cases, we see an increase in performance us-
ing the partial token linearization. The two smaller
T5 version 1.1 models profit substantially from
using the partial linearization. For most models,
it provides a low, consistent performance boost –
only for Flan-T5 XL the full copy linearization
performs slightly better. Albert not directly compa-
rable, this is in contrast to the results of Zhang et al.
(2023), who reported a slight performance decrease
in coreference resolution by using their partial lin-
earization method. While the task of coreference
resolution seems to be affected by the alignment is-
sue inherent to any partial linearization, our task of



size lin. joint F1 time time batched

base full 78.3 44m 24m
base part 78.4 23m 13m
large full 80.3 82m 60m
large part 80.6 40m 31m
xl full 78.7 90m -
xl part 80.8 49m -

Table 4: Inference runtime

quotation detection and attribution is less affected.
Figure 3 shows the effect of increased model

size. While the large model variants noticeably
outperform the base size equivalents for all but
one combination, using the xl model instead of
the large model only provides significant gains for
the combination of T5 version 1.1 with full copy
linearization. The Flan-T5 using the partial token
linearization even shows a drop in performance.
Consequently, we do not see a reason to use a xl
model size as it requires significantly more compu-
tational resources than a base or large model.

4.7 Inference runtime efficiency
As we intend to use our system on large document
collections, inference runtime and compute re-
source requirements play an important role. Conse-
quently, we evaluated the runtime efficiency across
the three model sizes and both linearization meth-
ods. Tests were performed using the mT5 models
with batch sizes of 1 and 8 (only base and large).
We ran the inference measurements on a single
A100 GPU (80 GB) and predicted the develop-
ment and test set together (298 documents). Ta-
ble 4 shows the total time usage when predicting
all documents including post-processing. Across
all model and batch sizes, the partial token lin-
earization is roughly twice as fast as the full copy
linearization resp. needs only half of the computa-
tional resources. For the base model, batching is
highly recommended as long as enough memory
is available because it also reduces the inference
time in half compared to no batching. The large
model is 25% faster with batching. The base model
is roughly twice as fast as the large model. Us-
ing a smaller model has the additional advantage
of a lower memory usage allowing higher batch
sizes with potentially even faster inference. The
xl model is only 25% slower than the large model
without batching because the xl model utilizes the
GPU better.

When considering the quality of the predictions
together with the required computational resources,
only two options should be considered: Partial to-
ken linearization with either a base or large model
depending on the preference for performance or
quality. Across all scenarios, the full linearization
performs slightly worse than partial linearization
and takes roughly twice as long to compute.

4.8 Error Analysis

We performed a manual verification of our best
model’s output on both the development and test
set. Beside the comparison with the gold anno-
tations, we also checked whether false positives
might be annotation errors. We found that the sys-
tem sometimes has difficulties with the Addressee
role: It often predicts the span as a Speaker instead.
This is somewhat expected since Addressee is tiny
minority class in the dataset. Similarly, Free Indi-
rect is also a rare class and quotations of this type
are either not predicted or used in debatable situa-
tions where the gold annotations did annotate the
span, e.g. when the grammatical structure matches,
but it represents the opinion of the article author.

It also occurred that multiple Speaker spans were
predicted for a single Quote whereas the gold an-
notations only contain one Speaker. Further, the
system sometimes predicts very short Direct quotes
not annotated in the gold data. While some of these
could be declared as annotation errors, most of
these errors are justified. However, we also en-
countered multiple documents where the system
predicted full quotations with roles that were most
likely missed during the annotation.

Example 4.1 shows the predictions on a random
document from the dev set. The human annotations
for the same document are shown in Example 4.2.
Our system predicts two false positive quotations
according to the curated annotations: The first is
an edge case as someone very likely uttered the
predicted quote but the sentence is written as a
description of an action. The second quotation
was likely missed during the annotation. However,
the identified Speaker and Cue are partly wrong,
only Nachricht (message) should be the Speaker
and Cue. The third predicted quotation and it’s
roles are identical to the gold annotation. In the
last quotation, the system’s prediction is identical
except for potentially false positive Addressee –
another edge case where one could argue the BBC
was the Addressee during the interview.



Example 4.1 (system prediction)
. . .
Jetzt bereit

Cue 0
en sich

Frame 0
die lokalen

Speaker 0
Autoritäten dar

Cue 0
auf

vor den Tourismusansturm
Indirect 0

in geordnete Bahnen

zu lenken, um die Einnahmen zum Schutze der
Umgebung des Wasserfalls zu verwenden.
. . .
Auch e

Speaker 1
r zeigt

Cue 1
e sich überrascht

Frame 1
und stolz

Cue 1
von der

Nachricht, dass nur wenige
Indirect 1

Kilometer von

seinem Haus einer der höchsten Wasserfälle der
Welt liegt.
. . .
Er

Frame 2
Speaker 2

hofft,
Cue 2

dass für sein Dorf
Indirect 2

etwas von den zu

erwartenden Einnahmen abfällt, denn bisher gibt
es nicht einmal ein Telefon, um mit seinen weit
entfernt wohnenden Kindern zu kommunizieren.
. . .
In einem

Frame 3
Interview mit der

Addressee 3
BBC erkl

Cue 3
ärte e

Speaker 3
r:

„Der Anblick dieses
Direct 3

Wasserfalls ist einfach
spektakulär.“

Example 4.2 (gold annotation)
. . .
Er

Frame 0
Speaker 0

hofft,
Cue 0

dass für sein Dorf
Indirect 0

etwas von den zu

erwartenden Einnahmen abfällt, denn bisher gibt
es nicht einmal ein Telefon, um mit seinen weit
entfernt wohnenden Kindern zu kommunizieren.
. . .
In einem

Frame 1
Interview mit der BBC erkl

Cue 1
ärte e

Speaker 1
r:

„Der Anblick dieses
Direct 1

Wasserfalls ist einfach
spektakulär.“

Another class of errors is that a role span is some-
times not used for multiple quotations, although
the system correctly predicted all quotations – but
without linking a Speaker etc. On a positive note,
the system is perfectly capable of handling inter-
rupted quotations and linking roles in a different
sentence. Most nested quotations are also handled
correctly, so the nesting itself does not appear to be
a problem.

In general, it can be said that although the pre-
dictions are not perfect, but they are reasonable and
very much useable both for an in-depth analysis of
extracted groups and a quantitative analysis.

5 Conclusion

We have presented the first model for fine-grained,
high-quality quotation detection and attribution in
German news articles. The system allows to au-
tomatically identify who said what to whom. Our
model can predict five different types of quotations
together with the four different roles and connect
these together. The model is based on a sequence-
to-sequence transformer architecture generating
structured, linearized output from plain text using
constrained decoding. We described our method
in detail, evaluated our two linearization methods
across multiple foundation models and model sizes,
performed an ablation study showing the impor-
tance of choosing the right foundation model, and
performed a manual error analysis. Our models
deliver a very strong performance on both a man-
ual verification of the outputs and the evaluation
metrics, almost doubling the scores of the available
baselines.

Our system can be used for a range of use cases
in the digital humanities, computational social sci-
ences and journalism. Especially when combined
with additional NLP tasks such as coreference res-
olution and entity linking, identified quotations can
be easily grouped and analyzed, thereby providing
researchers and journalists new means to work with
quotations in large document collections.

In the future, we look forward to even multi-
lingual foundation models that will likely further
improve the quality of models using our approach.

Ethical Considerations

Relying on automation to solve a task always in-
troduced room for issues. The models may have
(unknown) biases due to its training data. The
foundation models have been pre-trained on a
huge amount of diverse web texts (see Raffel et al.
(2020); Chung et al. (2022); Xue et al. (2021) for
details). Our task-specific fine-tuning is performed
using a dataset was created from a random sample
of data of an open and freely available source that
has been manually annotated and curated. During
manual evaluation of our model’s prediction, we
did not encounter apparent biases such as a prefer-
ence of gender for the speaker. Another potential
issue with automation of an information extraction
task is low recall. While precision is easy to check
manually (by checking whether the system’s pre-
diction is valid), a low recall is problematic for
certain use cases as there is so way to efficiently



verify that the model detected most quotations in
a large article collection. In our previous work
(Petersen-Frey and Biemann, 2024), we reported a
low recall for the baseline systems. We evaluated
our models on a held-out test set and they achieve
a high recall across quotations and roles.

Automation using machine learning can often
open the door for misuse. In our case, we do not
see a direct issue as detecting quotations in text is
not harmful. It can become an issue if the source
articles contain false quotations (e.g. because the
texts were generated) and the extracted quotations
are blindly believed to be valid. However, it is
already possible to simply generate a list of fake
quotations using readily available generative mod-
els. Thus, we do not see our model making things
worse than the current state. In contrast, it could
be used in helping to identify fake articles by com-
paring the found quotes with either a database or
more reputable sources.

Limitations

We see two main limitations of our models. First,
the computational resources required during infer-
ence are rather high as each generated token re-
quires a pass through the decoder. We mitigate
this to some extent by reducing the required output
length with the partial token linearization. For doc-
uments that only include few quotations (or none at
all) in the prediction, this makes the inference very
quick. For documents with a high amount of quota-
tions, it is still faster than the full copy linearization
although less pronounced. The second issue is the
amendable handling of rare events. Sometimes,
deeply nested spans or span re-use across groups
are not as well captured as they would be in isola-
tion. Rare spans classes such a Addressee have a
lower recall compared to common classes. More
training data would help significantly with this is-
sue.
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quotation roles joint type

model sz lin. prec. rec. F1 prec. rec. F1 prec. rec. F1 prec. rec. F1

RBS* 75.1 36.1 48.8 55.0 25.5 34.9 60.7 28.7 38.9 57.8 29.6 39.1
Citron* 91.5 27.6 42.4 79.3 31.5 45.1 82.4 30.3 44.3 87.0 26.6 40.8

t5 b full 82.4 68.3 74.7 76.2 61.9 68.3 78.0 63.8 70.2 81.6 68.0 74.2
t5 b part 83.0 74.5 78.5 79.0 68.6 73.4 80.2 70.3 74.9 83.2 74.3 78.5
t5 l full 86.7 70.0 77.5 80.1 63.2 70.7 82.1 65.2 72.7 87.6 70.4 78.1
t5 l part 86.2 69.3 76.8 80.7 63.8 71.3 82.3 65.4 72.9 86.6 69.4 77.0

t5-v1-1 b full 80.4 50.8 62.3 62.3 44.5 51.9 67.3 46.3 54.9 79.8 50.8 62.1
t5-v1-1 b part 81.6 65.9 72.9 77.8 60.4 68.0 79.0 62.0 69.5 83.5 66.5 74.0
t5-v1-1 l full 71.8 63.7 67.5 62.6 52.0 56.8 65.4 55.5 60.0 69.6 62.5 65.9
t5-v1-1 l part 81.8 76.5 79.1 80.3 71.1 75.4 80.8 72.7 76.5 82.2 77.0 79.5
t5-v1-1 xl full 85.9 74.0 79.5 80.6 71.3 75.6 82.1 72.1 76.8 86.5 75.3 80.5
t5-v1-1 xl part 86.9 76.5 81.4 82.2 69.6 75.4 83.6 71.6 77.2 86.7 76.0 81.0

flan-t5 b full 81.8 73.4 77.4 76.1 67.2 71.3 77.8 69.0 73.1 82.7 74.1 78.2
flan-t5 b part 81.7 72.7 77.0 76.9 66.4 71.3 78.4 68.2 73.0 82.2 73.7 77.7
flan-t5 l full 86.1 73.5 79.3 80.5 70.3 75.0 82.1 71.2 76.3 86.2 74.0 79.6
flan-t5 l part 87.3 74.2 80.2 82.8 69.9 75.8 84.1 71.2 77.1 88.1 74.0 80.4
flan-t5 xl full 89.0 77.3 82.7 83.9 73.3 78.2 85.4 74.5 79.6 89.6 77.6 83.2
flan-t5 xl part 84.9 73.0 78.5 80.5 69.0 74.3 81.9 70.1 75.5 86.1 74.1 79.7

mt5 b full 89.9 72.6 80.3 81.3 70.9 75.7 83.7 71.4 77.1 89.2 73.5 80.6
mt5 b part 85.5 75.2 80.0 83.1 71.4 76.8 83.8 72.5 77.8 84.9 74.3 79.2
mt5 l full 88.4 75.5 81.4 83.4 73.2 78.0 84.9 73.9 79.0 89.1 76.3 82.2
mt5 l part 89.7 78.4 83.7 83.2 74.5 78.6 85.1 75.6 80.1 89.2 78.6 83.6
mt5 xl full 84.8 78.8 81.7 82.2 76.5 79.3 83.0 77.2 80.0 84.5 80.2 82.3
mt5 xl part 86.4 79.5 82.8 82.5 75.8 79.0 83.7 76.9 80.1 85.3 79.0 82.0

*Baseline results taken from Petersen-Frey and Biemann (2024)

Table 5: Complete evaluation results on the development set. Highest score per metric marked in bold.



quotation roles joint type

model sz lin. prec. rec. F1 prec. rec. F1 prec. rec. F1 prec. rec. F1

RBS* 70.8 36.2 47.9 55.6 26.1 35.5 59.9 29.0 39.1 63.5 33.6 43.9
Citron* 88.2 30.1 44.9 77.9 34.2 47.6 80.5 33.0 46.8 86.5 29.6 44.1

t5 b full 81.3 68.1 74.2 75.2 62.3 68.2 77.0 64.0 69.9 82.6 69.0 75.2
t5 b part 84.7 72.9 78.4 79.6 66.4 72.4 81.1 68.2 74.1 84.5 72.7 78.2
t5 l full 89.4 71.1 79.2 82.5 65.8 73.2 84.5 67.3 74.9 90.1 72.4 80.3
t5 l part 86.2 72.2 78.6 80.5 65.6 72.3 82.2 67.5 74.1 86.3 72.4 78.7

t5-v1-1 b full 77.8 53.7 63.5 61.6 46.3 52.9 66.0 48.4 55.9 80.7 55.1 65.5
t5-v1-1 b part 83.8 67.2 74.6 78.4 61.9 69.2 80.0 63.4 70.7 85.2 66.9 74.9
t5-v1-1 l full 71.4 62.8 66.8 63.3 54.3 58.5 65.7 56.8 60.9 71.2 63.7 67.2
t5-v1-1 l part 83.5 77.1 80.2 78.0 70.0 73.8 79.6 72.1 75.7 84.3 77.3 80.6
t5-v1-1 xl full 88.1 74.6 80.8 80.6 69.8 74.8 82.8 71.2 76.5 88.4 75.2 81.3
t5-v1-1 xl part 89.3 76.8 82.6 83.2 70.5 76.3 85.0 72.3 78.1 89.6 77.0 82.8

flan-t5 b full 83.0 73.2 77.8 73.3 66.0 69.4 76.1 68.1 71.8 83.9 74.2 78.8
flan-t5 b part 81.0 75.5 78.2 74.9 67.2 70.8 76.7 69.6 73.0 82.4 76.2 79.2
flan-t5 l full 86.6 76.8 81.4 78.9 73.2 75.9 81.1 74.3 77.5 86.8 77.5 81.8
flan-t5 l part 89.4 77.9 83.3 82.5 74.0 78.1 84.5 75.1 79.6 90.1 78.2 83.7
flan-t5 xl full 89.5 78.2 83.5 83.5 74.0 78.5 85.3 75.2 79.9 89.2 78.2 83.3
flan-t5 xl part 89.9 76.3 82.5 84.2 70.2 76.6 85.8 71.9 78.3 90.7 76.7 83.1

mt5 b full 91.2 75.4 82.6 82.6 71.4 76.6 85.0 72.5 78.3 90.0 74.5 81.5
mt5 b part 85.9 77.2 81.3 81.8 73.2 77.3 83.0 74.4 78.4 87.5 78.1 82.5
mt5 l full 89.5 78.3 83.5 84.1 74.4 78.9 85.6 75.5 80.3 90.3 78.7 84.1
mt5 l part 88.8 81.1 84.8 83.0 75.2 78.9 84.7 76.9 80.6 89.5 81.0 85.0
mt5 xl full 85.2 78.6 81.8 80.3 74.8 77.4 81.7 75.9 78.7 86.1 79.6 82.7
mt5 xl part 88.2 80.0 83.9 83.2 76.2 79.5 84.6 77.3 80.8 88.5 80.2 84.2

*Baseline results taken from Petersen-Frey and Biemann (2024)

Table 6: Complete evaluation results on the test set. Highest score per metric marked in bold.
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