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Abstract

The proliferation of generative language mod-
els poses significant challenges in distinguish-
ing between human- and AI-generated texts.
This study focuses on detecting German texts
produced by various Large Language Models
(LLMs). We investigated the impact of the train-
ing data composition on the model’s ability to
generalize across unknown genres and genera-
tors and still perform well on its test set. Our
study confirms that models trained on data from
a single generator excel at detecting that very
generator, but struggle to detect others. We
expanded our analysis by considering corre-
lations between linguistic features and results
from explainable AI. The findings underscore
that generator-specific approaches are likely
necessary to enhance the accuracy and relia-
bility of text generation detection systems in
practical scenarios. Our code can be found in
the Github repository1.

1 Introduction

The newest generation of generative models, such
as GPT-4 (OpenAI, 2023) and Gemini (Anil et al.,
2024) achieve unprecedented levels of text qual-
ity. While humans are less likely to believe AI-
generated headlines (Longoni et al., 2022), they
are not reliable annotators when it comes to deter-
mining whether a text was AI-generated or human-
generated (cf. (Clark et al., 2021; Kreps et al.,
2020; Brown et al., 2020)). Up to 75% of articles
generated by GPT-2 were found to be credible, of-
ten even more credible than the original source text
for the article (Solaiman et al., 2019, p. 10). This
uncovers the dark potential of generative models
to be used to create credible fake news, amplify-
ing the already existing challenges for democracies
posed by human-written fake news. For instance,
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Zellers et al., 2019 showed that their model out-
performed human-written fake news in terms of
credibility. Although e.g. ChatGPT is “censored”
via Reinforcement Learning from Human Feed-
back (RLHF) (Ouyang et al., 2022), it can still
be used for malicious purposes, and open-source
models have even bigger potential in that regard
(Newhouse et al., 2019). For instance, Llama 2 out-
puts have been shown to have increased values for
“Toxicity” and “Bias” compared to human-written
texts (Touvron et al., 2023). In addition, large lan-
guage models also tend to invent factual statements
and notoriously hallucinate (Das et al., 2022).

Recent developments have shown that AI tech-
niques also have the potential to detect AI-
generated content. Chakraborty et al., 2023 pro-
vided a meta-level proof that as the number of
samples increases, so does the possibility of de-
tecting AI-generated text in an automated fashion,
even when individual samples might be near in-
distinguishable. Lyu et al., 2022 identified such
features of AI-generated text as topic drift, prolix
sentences, abnormal paragraphs, poor text length
control, overused phrases, and sparsity of uncom-
mon characters. At the same time, generators im-
prove and may display less easy-to-detect charac-
teristics over time, making older detectors obsolete.
Many new generative models appear while detec-
tors are hypothesised to have poor generalization
to new models and unknown domains (Tulchinskii
et al., 2023). The general Anglo-centrism inherent
to NLP research applies to this task. Meanwhile,
there is more potential to create harmful content
in other languages than in English. For instance,
ChatGPT testers reported that it refused to generate
recruitment propaganda for terrorist groups when
prompted in English but it did so in Farsi (Murgia,
2023).
In light of this, our goal was to create a detector tai-
lored to German language texts, specifically from
genres in which fake news often appears. Our study
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encompassed multiple generative models and their
fine-tuned versions. Our best detector achieved an
F1 score of 0.95. Moreover, we investigated how
our models behave on texts from unseen genres
and source generators. We assessed calibration,
and performed model-agnostic and gradient-based
analysis of model predictions and compared them
with a statistical analysis of linguistic features dis-
played by each of the generative sources in our
training data. Finally, we also determined token
probabilities in an autoregressive fashion to mea-
sure differences between human- and AI-generated
texts.

2 Related Work

Considerable research has already been conducted
on the automatic detection of generated texts.

2.1 Architectures

Different detectors’ architectures were explored. A
transformer architecture was used by Alamleh et al.,
2023 to detect English texts generated by ChatGPT;
Lyu et al., 2022 and Guo et al., 2023a worked with
Mandarin and Cantonese, while Gritsay et al., 2022
used a similar method on a Russian dataset. Schaaff
et al., 2023 looked at multi-lingual solutions work-
ing with French, German, Spanish, and English,
using statistical methods with XGBoost, a random
forest (RF), and a multi-layer perceptron (MLP)
network, as well as linguistic features. The models
had varying performance levels on different lan-
guages and were much more accurate in detecting
AI-generated texts than AI-rephrased ones.

Bakhtin et al., 2019 remark that the difference
in the architecture between models that generate
text and the detectors is one of the reasons for de-
creased robustness. Indeed, Small Language Mod-
els (SLMs) were shown to perform this task bet-
ter than e.g. logistic regressors (Solaiman et al.,
2019). In this study, it was also shown that a
bidirectional model, RoBERTa (Liu et al., 2019a),
outperformed a unidirectional model, i.e. the ini-
tial GPT. This was confirmed by Gehrmann et al.,
2019 and Guo et al., 2023a. In contrast, Zellers
et al., 2019 showed the advantages of using a de-
tection model with the same architecture as the
generating model. However, with the abundance of
high-quality open-source generative models, this
approach lacks cost-effectiveness.

2.2 Existing detectors
As for publicly available detectors, GPTZero (Ed-
ward et al., 2024) was the first generated text detec-
tor (Tian and Cui, 2023; Renbarger, 2023). While
the current version deploys a transformer model
and reports 98% accuracy, its initial version consid-
ered textual features, such as perplexity and bursti-
ness which measure how “unexpected” a sequence
of tokens is (Tian, 2023). Other popular detec-
tors include Originality-AI and Copyleaks, which
still rely on statistical methods (Orginality.ai, 2024;
Copyleaks, 2024), as well as deep-leaning-based
methods Content at Scale (at Scale, 2023), Writer
(Writer, 2023) and ZeroGPT (ZeroGPT, 2024) all
reporting 90% to 98% accuracy.

2.3 XAI studies
Much less has been done in terms of explainabil-
ity for generated text detectors. Guo et al., 2023b
tried to explain the choices of the model by extract-
ing features with layer-wise relevance propagation.
Alamleh et al., 2023 utilized the explainable AI
framework SHAP (Lundberg and Lee, 2017) to find
patterns such as politeness, lack of detail, fancy vo-
cabulary, or reduced expressiveness in the texts.
Mitchell et al., 2023; Gehrmann et al., 2019 and
Ippolito et al., 2020 base their detectors partly on
token probabilities to get explainable decisions.

To the best of our knowledge, our work is
the first research analysing and explaining LLM-
generated text detectors tailored for German and
trained on data from a wide range of generators.

3 Methods
In this Section, we describe our dataset curation,
the choice of the pre-trained model, and the experi-
mental setup for training and explainability.

3.1 Data
Human-written. As we intended to use weak
labels, when collecting German human texts we
made sure to only scrape texts strictly from before
2016, the time before the first generative models
went online, to make sure the data is indeed au-
thentic (Foote, 2023). We selected genres stylisti-
cally similar to fake news (Grieve and Woodfield,
2023; Tsai, 2023). These are newspaper articles
and social media posts, as well as Wikipedia arti-
cles and scientific publication’s abstracts because
fake news were shown to often use an explanatory
tone (Khan et al., 2021). Namely, we collected sci-
entific texts (Springer Nature Gruppe, 2023), jour-



nalistic texts (die Tageszeitung, taz Verlags u. Ver-
triebs GmbH, 2023), literary texts (Wikimedia zur
Förderung Freien Wissens e.V., 2024a), encyclo-
pedic texts (Wikipedia zur Förderung Freien Wis-
sens e.V., 2024b) and everyday language from blog
discussion threads (Zeit Online GmbH, 2023). To
ensure that Wikipedia and Wikimedia texts were
not updated since 2016, we extracted archived ver-
sions from The Internet Archive (Archive, 2023)
and Wikipedia dump (zur Förderung Freien Wis-
sens e.V., 2008). Wikimedia contains poems and
novels, which, due to their linguistic sophistication,
ensure our dataset can compete stylistically with
elaborately formulated fake news.
AI-generated. The generated texts were produced
with:

• Llama 2 (Touvron et al., 2023) with a tem-
perature of 0.8 and a top_p value for nucleus
sampling of 0.9,

• GPT3.5 via the OpenAI API (OpenAI, 2022)
with temperature 0.62 and top_p 0.4,

• Snoozy (Anand et al., 2023) and Wizard (Xu
et al., 2023), which are both GPT4All Llama 2
fine-tuned systems,

• Mistral (Hermeo)3, a German-English model
merged from DPOpenHermes-7B-v2 and
leo-mistral-hessianai-7b-chat using mergekit,
both fine-tuned versions of chat Mistral-7B-
v0.1 (Mistral-AI, 2023).

While normally, a Q&A prompting format pro-
duces higher quality output than simple story com-
pletion (Guo et al., 2023a), fake news would usu-
ally not look like an answer to the question. We,
therefore, prompted generators with two sentences
from our human dataset of fixed length and asked
them to complete the story with a similar length as
the original text. We also included texts of various
lengths, as it was shown to be beneficial for better
generalisation of the classifier (Ippolito et al., 2020;
Gritsay et al., 2022). Outputs with obvious repeti-
tions were removed. The resulting data proportions
are shown in the Appendix, Table 3.

3.2 Models

We performed a baseline experiment to select a pre-
trained model for our main experiments out of three
candidates: RoBERTa (Liu et al., 2019b), BERT
(Devlin et al., 2019) and DistilBert (Sanh et al.,

2Different temperature parameters for different generators
were chosen empirically based on output quality.

3https://huggingface.co/malteos/hermeo-7b

2019)4. We used LLaMA 2 (Touvron et al., 2023)
generated text and human text for our baseline ex-
periments. Over 8 training repetitions, 3 epochs
each, DistilBert performed slightly better with
an F1 score of 0.94, while RoBERTa and BERT
achieved an F1 score of 0.93.

3.3 Training experiments
Our main set of experiments included fine-tuning
DistilBert on 3 different datasets. While the human-
written proportion remained unchanged, we experi-
mented with different proportions of AI-generated
training data.
In Experiment 1 we trained a model (a) with
Llama texts only (Model (a) train set). Then, in Ex-
periment 2, for model (b) we reduced the Llama
data portion and added a mixed-generated dataset,
without Mistral and GPT Wikimedia data (model
(b) train set).
For experiments (a) and (b) we used 4 test sets:

1. Model (a) test set (Llama 2 data versus hu-
man);

2. Model (b) test set (mixed data and reduced
Llama 2 subset versus human);

3. Mistral test (unseen model);
4. GPT-Wikimedia (seen model, unseen genre).

Finally, for Experiment 3, we trained a model (c)
on all of the data with a 0.2 train/test ratio (model
(c) train/test). The exact train and test sample num-
bers are shown in the Appendix, Table 4.
We verified how well models were calibrated with
the expected calibration error (ECE) (Guo et al.,
2017) for each subset. An error analysis revealed
which data subsets were more challenging for the
models.

3.4 Explainability
Statistical linguistic analysis. We pre-selected
relevant linguistic features from (Solopova et al.,
2023a) based on various studies on fake news and
propaganda detection and describe various morpho-
syntactic and shallow semantic language parame-
ters. We also used a sentiment analysis model from
(Guhr et al., 2020) to annotate data with the proba-
bility of neutral, negative, and positive sentiment.
A Gibbs cycle detection model from (Solopova
et al., 2023b) was employed, where the detected el-
ements correspond to different stages of the cogni-
tive reflective cycle (description, evaluation, analy-
sis, etc.), which we hypothesised to be more present

4All three models are base and uncased versions of the
respective pre-trained models.
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in human texts. Additionally, we developed fea-
tures intended to capture residual errors in gener-
ated texts. Namely, we measured the functional
to lexical word ratio, the number of repeating lem-
mas, and mean, maximum, and medium sentence
similarity. For the latter, we used the multilingual
MiniLM-L12 v2 sentence transformer (Reimers
and Gurevych, 2019) pairwise comparing all sen-
tences of the text against each other. We also added
the adjective-to-noun ratio and adverb-to-verb ra-
tio, as AI-generated texts were said to possess more
sophisticated language. A comprehensive list of
all features can be seen in the Appendix, Table 5.
The resulting 75 features were normalized by the
number of tokens (in case of the counts) and sep-
arated into 6 groups depending on their source:
human, Llama, GPT, Mistral, Wizard, and Snoozy.
First, to understand the structure of our data, we
performed principal component analysis (PCA).
Then, after analyzing the distributions of our fea-
tures, and concluding that all features, except for
noun frequencies are not normally distributed, we
performed the non-parametric Kruskal-Wallis Test,
followed by the Mann-Whitney U-Test. We then
selected features with the lowest p-values which
were significant ≥ 2 comparison pairs.
Model-agnostic and attribution method. We de-
cided to use several explainability methods to see
how comparable their conclusions would be. We
chose LIME (Ribeiro et al., 2016) and a gradient-
based method (Janizek et al., 2021). While LIME
approximates the local decision boundary of the
model by generating a new dataset consisting of
perturbed samples around a given input and observ-
ing how the model’s predictions change with these
perturbations, gradients analysis computes deriva-
tives of the model’s outputs for its inputs, tracking
gradients with respect to input embeddings during
the backward pass to see how changes in each in-
put embedding dimension could affect the model’s
prediction.
We applied both methods on a merged test set of
all test subsets. We averaged LIME coefficients
and attribution scores and collected the top 95%
of the highest class-bias coefficients and attribu-
tion scores with their corresponding tokens. In the
case of gradient analysis, we followed the advice
of Wang et al., 2020, and filtered out all stop-word
tokens, tokens smaller than 3 characters, and those
including “#”.
Llama token probability. The token-succession
probabilities that a Llama 2 model produces when

it is not run in a generative mode, but rather in a
text-analysis mode, can also be used to uncover spe-
cific differences between human- and AI-generated
texts. Taking the first two sentences of a sample as
a prompt, we ran the Llama 2 model to extract the
tensor of probabilities of all possible next tokens
to be chosen. We identified the probability of the
respective next token of the given text sample and
repeated the process autoregressively by appending
the token from the last iteration to the input prompt.
In this way, we produced a sequence of token prob-
abilities for each token of a given input text. In the
subsequent analysis, we divided samples into four
groups of either correctly or falsely classified AI
samples and correctly or falsely classified human-
samples.

4 Results

This section presents the results for the training and
explainability experiments.

4.1 Detectability
We trained each model over three epochs, 20 times
per experiment with 20 different train/validation
splits with a 0.8 to 0.2 split ratio. The training re-
sults for the native data set, with extended metrics,
are illustrated in Table 1, while the performance in
terms of the F1 score can be seen in Table 2.
We can see that by all metrics, model (a), only
trained on Llama 2 and human data, performs the
best on a test set drawn from its own distribution.
The Matthews correlation coefficient (MCC) value
across all experiments points to the fact that the
model’s effectiveness varies across classes. Com-
plete model (c) visibly performs the worst with
much lower MCC and recall overall, but only
slightly dropping in area under ROC (AUROC)
and precision compared to other settings.
However, when we look at the set-wise perfor-
mance shown in Table 2, model (a) drops the
most among the experimental settings on the mixed
dataset (down to an F1 score of ≈0.6). Rather good
F1 scores are, furthermore, misleading in the case
of the Mistral and GPT test sets, as the model has a
very low recall. This means that it mostly classifies
GPT and Mistral samples as human.
The reduction of the number of Llama 2 samples
and the addition of other sources in the Mixed-
data model (b) significantly decreases the model’s
performance on the Llama test set. Interestingly,
model (b) achieves better results than model (a) on
both the GPT test of the unknown genre and the



Metric Baseline (a) Llama (b) Mixed (c) Complete
F1 score 0.93 0.95 0.93 0.90

MCC 0.87 0.90 0.86 0.79
AUROC 0.98 0.99 0.98 0.97
Precision 0.93 0.95 0.93 0.92

Recall 0.93 0.95 0.93 0.86

Table 1: (a) Llama-data model, trained only on human and Llama data; (b) Mixed-data model, trained on data from
all sources, except for Mistral data, GPT data generated from Wikimedia prompts, and a reduced Llama portion; (c)
Complete model trained on all sources.

Testset (a) Llama (b) Mixed (c) Complete∗

LLaMA testset 0.95 0.78 0.86
Mixed testset 0.59 0.93 0.85
GPT testset 0.76 (R: 0.27) 0.74 (R: 0.59) 0.74 (R: 0.79)

Mistral testset 0.80 (R: 0.17) 0.80 (R: 0.60) 0.75 (R: 0.86)

Table 2: F1 scores for each of the models described in Table 1 on various test datasets. ∗The sizes of the test sets for
the complete model are reduced (see Section 4.1). R: recall is provided for test datasets with unequal proportions.

(a) Llama-data model calibration. Weighted ECE: 0.165 (b) Mixed-data model calibration. Weighted ECE: 0.161

(c) Complete model calibration. Weighted ECE: 0.116

Figure 1: Calibration plots for the 3 models. The first bar always corresponds to the model’s performance on the
Llama test set, the second on mixed, the third on GPT Wikimedia and the last on Mistral.

unseen model Mistral in terms of recall. The values
are still low for both models (a) and (b) pointing to
poor generalization capabilities for both unknown
genres and sources.
The GPT-Wikimedia and Mistral test sets for model
(c) are smaller than for models (a) and (b), which
prevents perfect comparison. Nonetheless, having
been trained on the same number of Llama samples,
model (c) performs better than mixed model (b) on

the Llama portion of the test set, but worse than
model (a), which was trained purely on this source.
Similarly, model (c) is around 25%-points more
accurate on mixed test data than model (a), but
also around 7%-points less accurate than model
(b). It has a much higher recall for both GPT and
Mistral test sets. Overall, all three models seem
to default to the human-written class when uncer-
tain (see confusion matrices in Appendix, Figures



8 to 10.)

4.2 Model calibration
Figure 1 shows the calibration measures for our
three models (a), (b), and (c) on our test sets
‘llama’, ‘mixed’, ‘gpt_wiki’, and ‘mistral’. Mod-
els (a) and (b) have a similar overall ECE value of
about 0.16. Model (a) itself is fairly well calibrated
on its own (matching) test set. The model performs
slightly worse for Mistral, and GPT-wikimedia,
while its calibration on the mixed dataset is the
worst. This variation in performance across dif-
ferent datasets indicates a limited ability of model
(a) to generalize beyond its training context and
may reflect the model’s tendency to overfit when
trained on one source. Hence, when deployed in
more diverse or dynamic settings, it may not prove
to be reliable.
Model (b) is underconfident in intervals from 0.5 to
0.7 on the Llama and Mistral dataset, and overcon-
fident when assigning higher probabilities. There-
fore, the model exhibits variations in its reliabil-
ity, which are more pronounced outside the central
probability range.
According to its overall ECE score of 0.11, the
complete model (c) is the best-calibrated one of
the three. It performs almost equally well on the
Llama and mixed subsets. However, it does not
perform better on the GPT-wikimedia and Mistral
subsets, despite their presence in the training data.
Thus, adding a small subset of unseen data does not
necessarily translate into better performance, and
DistilBert needs a substantial amount of samples
to learn distributions of a new source.

4.3 Statistical linguistic analysis

Considering simple averages between human and
generated sources overall, mostly only task-specific
features showed commensurate variability (Figure
4). Human texts have marginally fewer repeat-
ing lemmas, adverbs in proportion to verbs, and a
lower ratio of functional words (like prepositions,
and conjunctions) to lexical words (like nouns, and
verbs) compared to AI-generated data. Maximum
sentence similarity has an especially strong nega-
tive value (-4). In contrast, positive values are seen
in description sentence probability, as well as mean
and median sentence similarity, indicating a higher
count of these indicators in human texts.
PCA. According to our PCA analysis shown in Fig-
ure 3, PC1 explains almost 10% of our linguistic
features while PC2 explains 6%. Mistral and Llama

data seem to be outliers, while Wizard appears to
produce data that is the most similar to human text.
Many features are especially discriminative in the

case of Llama data: the number of foreign words,
simple sentences, positive sentiment probability
and repeating lemmas; all point to lower quality of
data produced. Amount of nouns and neutral sen-
timent probability are the only two separating the
Mistral and GPT data from the rest, while the num-
ber of 2nd person pronouns, pronouns in general,
adverbs, subordinating conjunctions, complex sen-
tences and verbs, differentiate Wizard and human
text from all others. Interestingly, the probability
of text being descriptive also points in the opposite
direction from the human texts.
Kruskal-Wallis and U-Test. Due to the high num-
ber of data points, features, and comparison pairs
(6 subsets produce 15 pairwise comparisons), the
Kruskal-Wallis test resulted in most of the features
being significant. Even after the U-test (with a 0.03
threshold) and FDR (Benjamini-Hochberg) multi-
ple test correction, multiple features were signifi-
cant for at least Llama-versus-the-rest comparisons.
Thus, we decided to only consider the features fur-
ther that were significant for at least 3 pairs, re-
sulting in 6 final features. These are illustrated in
Figure 2.
The p-values and effect sizes are stored in our OSF
repository5. Repeating Lemmas (RL) and Maxi-
mum Sentence similarity (MSS) scores appeared
to be significant for 13 pairs, especially recurring
for human, GPT, and Llama comparisons between
each other and with other subsets. Foreign words
are relevant for 9 comparisons, especially Mistral,
Snoozy, and Llama. Positive sentiment probability
showed relevance for 6 comparisons, Snoozy and
Mistral in particular, while discourse markers were
significant for 4 pairs, mostly GPT and Llama. Fi-
nally, analysis and comparatives were present in 3
pairs, always involving the human subset.

4.4 Model-agnostic analysis
A detailed graphical representation of the LIME
results is shown in the Appendix, Figure 11. Look-
ing at overall PoS tag significance, the only part of
speech clearly biased towards human texts was in-
terjections, while most frequently high-significance
terms were nouns and proper nouns. Many high-
score terms are recurrent and have similar biases
in all 3 models. Foreign words tend to have an

5Models and linguistic features analysis can be found here:
https://osf.io/uhd4a

https://osf.io/uhd4a


Figure 2: Distributions of the most significant linguistic features after a KW+U-test analysis.

Figure 3: Top 15 loadings of linguistic features accord-
ing to a PCA analysis for the overall data.

Figure 4: δ between human and aggregated generated
feature averages. The values are z-score normalised.

AI-generated class bias (“bibliografia”, “explores”,
“festival”, “including”, “explores”). Politically
loaded terms are more often biased towards the
human-written class (e.g. “berufsdemonstranten”,
“kinderarmut”, “diktator”, “religionsfreiheit”, “asyl-
bewerber”). Creative usages (“notgeil”, “idealfall”,
“antispeziesismus”), words describing human sub-
jective experiences (e.g. “träume”, “geschluckt”,
“psychisch”, “gewichtszuname”) and proper nouns,
possibly denoting usernames (“starfish1”, “mieep”,
“deftone”, “theodosius”) have a strong human bias.
The words with human bias also tend to be less
frequent or fully absent from our training set (see
Appendix, Figure 6).

4.5 Gradient analysis

As seen in the Appendix, Figure 12, almost all
terms with the highest and lowest gradient mag-
nitude, which indicate a bias towards one or the
other class, are foreign words from French and En-
glish. Examples are “lyrics”, “interval”, “track” for
model (a), “block”, “murders”, “windows”, “com-
ment” for model (b) and “pendant”, “sound”, ”an-
gle” for model (c). Another frequent category is
proper nouns, mostly human names, especially not
originally German ones (e.g. “Marcelo”, “Mar-
lene”, “Scott”, “Nicole”, “Castro”), which seem to
have a slight bias towards the AI-generated class,
at least for models (a) and (c). Interestingly, more
stereotypical German names and surnames like
“Richter”, “Dietrich”, “Einstein”, “Brahms”, “Jo-
hannes”, “Philipp” and “Wolfgang” have strong
human bias among all 3 models. This can be ex-
plained by the historic licence-free literature that



is present in the human Wikipedia and Wikimedia
genre.
Cities and countries are another frequent category.
They are especially relevant for model (c), with 6
terms out of the top 30 terms being cities and coun-
tries. The cities might have a slight bias towards the
AI-generated class, as Vancouver, Freiburg, Manch-
ester and Peking are generated-biased, while only
Cadiz is human-biased. The only city toponym
for model (b) terms is Mainz, also biased towards
the AI-generated class, while for model (a) we
may, again, have the foreign/local division, as Mi-
lan is generated-biased and Basel and Stuttgart are
human-biased. Organizations are also often reap-
pearing (e.g. “Yahoo”, “Telegram”, “Windows,
“Reuters”, “Microsoft”), where only the first one
appears to have a more human-directed bias. Ab-
stract foreign nouns are more often associated with
the AI-generated class: “terrorism”, “irrational”,
“integration”, and “proportional”.
Using a Chi-Square model, we also verified if there
was a correlation between bias of the term and how
frequent it was in the training set. With a marginal
p-value of about 0.05 for all 3 models, we rejected
this hypothesis (see Appendix, Figure 7).

4.6 Token probability evaluation

Our results in Figure 5 show a clear distinction be-
tween token probability densities per group (see
Section 3.4). The two groups of correctly clas-
sified examples constitute both outer ends of the
density scale. The groups of misclassified samples
show characteristics of a probability distribution
typical for the respective opposite class. A lower
density expresses, in the logic of this experiment,
a wider range of next tokens, with, accordingly,
lower probability values. Higher density means a
narrow choice of next tokens. It follows that hu-
man texts have a more narrow selection of tokens to
choose from, whereas predicting the next word in
a generated text progression requires consideration
of more possibilities.

5 Discussion and Conclusion

Based on an in-depth analysis of detectability and
features of AI-generated texts compared to human
ones, different generative models appear to have
strongly differing idiosyncrasies. According to
our PCA analysis, fine-tuned versions of Llama 2,
Wizard and Snoozy are extremely different from
each other and their base model, while Wizard

Figure 5: KDE plot showing the probability ranges
of tokens grouped by correctly and wrongly classified
human- and AI-generated text samples. The arrows
point to the peak values of each distribution.

also seems to be imitating a human writing style
the best. Generally, Llama 2 and Mistral are the
greatest outliers. A classifier needs a large number
of samples generated by Llama 2 to recognize
this source well. The reduction of Llama samples
from 22.500 to 3728 in the mixed-data model
combined with the addition of other sources
strongly degraded the model’s performance on
the Llama test set. The addition of Mistral data
into the complete-data model does not seem to
improve results significantly. While it possesses
a better calibration on the overall set, Llama-data
model (a) which was trained on a large amount
of single-source samples seems to be the best
calibrated for its test.
Hence, our results suggest that training a separate
detector model for each generative source would
lead to the most accurate detection, but this is
neither cost-effective nor practical due to the
rapid proliferation of new models. Grouping
sources with similar distributions or significantly
increasing the sample size for each subset may be
viable solutions.
Foreign words are a recurrent feature throughout
our analysis: they function as a statistically
significant linguistic identifier, distinguishing
Mistral, GPT and Llama texts. Many terms
with high attribution and gradient scores are in
general foreign words and names. Overall, many
of our linguistic features capture lower-quality
generations: repeating lemmas and highly similar
sentences in one text, as well as overused adverbs
and discourse markers. However, we can also see
particular features of human texts. Low maximum



sentence similarity suggests that human texts vary
in sentence structure and content to avoid high
levels of repetition. However, human writers
also typically strive for a cohesive narrative or
argument, reiterating certain points for emphasis
or clarity, leading to a higher average sentence
similarity. Human texts also more often contain
positive sentiment, they are less descriptive
and more analytical. However, as it can be
seen from token probability analysis, generated
texts are overall more random. This interesting
characteristic may be explained by the fact that
LLMs are trained on a large part of the internet
data, while individual vocabulary is based on a
single-life experience.
Although we can see some patterns in the high
score terms from the interpretability analysis,
overall, except for the foreign words and proper
nouns, there is no major overlap between the
explainability and linguistic analysis results. This
suggests that many more linguistic categories could
have been learnt. However, it might be an inherent
limitation of semantic embeddings, which are
powerful when applied to tasks involving explicit
semantic differences between the classes, as in
case of Sentiment Analysis or Topic Modeling. In
contrast, the differentiation between generated and
human content requires capturing more implicit
indicators, that the models seemingly fail to
consider. This is evident as the classifier defaults to
the human class when uncertain, indicating limited
learning of human text features. Future efforts
should aim to enhance the transformer-based
classifiers’ capabilities in this regard.

Ethical Considerations

Several ethical considerations need to be consid-
ered in the context of the detection of AI-generated
text, especially when we are dealing with texts
produced by large language models. Firstly, the
collection of texts for the training of the detection
models needs to be fair and not in violation of pri-
vacy rights, especially if the texts contain personal
or sensitive information. In our work, however, we
made every attempt to minimize the impact of pri-
vacy issues by only using texts that were published
and/or made publicly available by the respective
authors and/or the entities that produced the texts.
Secondly, there is certainly a risk of bias in our
trained models since it was not possible to fairly

consider all possible genres or styles of writing due
to limitations in data collection. These biases have
to be considered in the interpretation of the results.
Thirdly, transparency is an important issue, in that,
a precise account of how models were trained is
provided. We strove to accomplish this through
our detailed description in Section 3. Fourth, the
ability to detect AI-generated text can be misused
to suppress certain types of speech, or in contexts
where anonymity is crucial, such as in political dis-
sent, for example. It is unfortunately not possible
for us to control how our proposed methods will be
used, but it is an issue that we are aware of. Fur-
thermore, if the detection of AI-generated texts is
excessively promoted and overemphasized in the
media, then this could potentially further erode the
trust of society at large in digital communications.

Limitations

The detection of AI-generated text, especially when
machine learning mechanisms are involved, is gen-
erally subject to certain limitations. As was con-
firmed by our work, detectors struggle to generalize
across different types of generative models as well
as data types. Since generative models tend to
be constantly refined and re-tuned, detectors that
were trained for particular LLMs will likely have
to be updated and re-tuned as well. We anticipate
that, with the ever-increasing quality of the text pro-
duced by LLMs, it will become harder and harder
to distinguish between texts from LLMs and high-
quality human-written texts. Furthermore, none of
the proposed schemes is perfect. There is a non-
negligible probability for false positives and false
negatives, as reported via the precision and recall
values in Tables 1 and 2.
The selection of the human data, sampled uniquely
from before 2016, might induce a time domain shift
that can be exploited by models, so while there is
almost no other way to ensure that the data with
weak labels is indeed human-written, it may have
a negative effect, namely on models’ capacity to
generalise to current data.
Lastly, explainability is always a challenge in ma-
chine learning scenarios, including ours, even in
light of the explainability results presented in Sec-
tion 4.
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A Appendix

Name TAZ Springernature Wikipedia Wikimedia Zeit Online
Llama 5000 5000 5000 5000 5000
Wizard 1806 1026 1893 - 2181
Snoozy 4162 985 734 - 1266
GPT3.5 800 800 800 800 800
Human 5000 5000 5000 5000 5000
Mistral 471 - - - -

Table 3: Overall number of samples per genre and
source. While Llama 2 and human samples are present
for all of the genres, the rest of the sources are only
collected based on the experimental set-up described in
Section 3.3

Set/subset Llama Mixed Human Mistral Gpt-wiki
Model (a) train 22.500 - 22.500 - -
Model (a) test 2500 - 2500 - -
Model (b) train 3728 18772 22.500 - -
Model (b) test 373 1877 2500 - -
Model (c) train 22.500 22.500 22.500 249 655
Model (c) test 2500 2500 2500 222 146
Mistral test - - 2500 471 -
GPT Wikimedia - - 2500 - 801

Table 4: Number of samples per source in train and test
sets for each model.
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(a) Llama model

(b) Mixed model

(c) Complete model

Figure 6: Counts of important terms for LIME experi-
ment.

(a) Llama model

(b) Mixed model

(c) Complete model

Figure 7: Counts of important terms from gradients
experiment.



Predicted
Actual HW MG

HW 2307 193
MG 59 2441

(a) Llama dataset + HW
dataset

Predicted
Actual HW MG

HW 2307 193
MG 1830 670

(b) Mixed dataset + HW
dataset

Predicted
Actual HW MG

HW 2307 193
MG 582 219

(c) GPT Wikimedia + HW
dataset

Predicted
Actual HW MG

HW 2307 193
MG 389 82

(d) Mistral Wikipedia + HW
dataset

Figure 8: HW means human-written data, and MG means AI-generated data. Llama model (a) confusion matrices.

Predicted
Actual HW MG
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MG 828 1672

(a) Llama dataset + HW
dataset

Predicted
Actual HW MG

HW 2227 273
MG 103 2397

(b) Mixed dataset + HW
dataset

Predicted
Actual HW MG

HW 2227 273
MG 571 230

(c) GPT Wikimedia + HW
dataset

Predicted
Actual HW MG

HW 2227 273
MG 323 148

(d) Mistral Wikipedia + HW
dataset

Figure 9: Mixed model (b) confusion matrices.

Predicted
Actual HW MG
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MG 24 4611

(a) Llama dataset + HW
dataset

Predicted
Actual HW MG

HW 3679 1301
MG 38 3985

(b) Mixed dataset + HW
dataset

Predicted
Actual HW MG

HW 3679 1301
MG 23 123

(c) GPT Wikimedia + HW
dataset

Predicted
Actual HW MG

HW 3679 1301
MG 2 220

(d) Mistral Wikipedia + HW
dataset

Figure 10: Complete model (c) confusion matrices.



Table 5: Full list of Linguistic Features.
The results of the statistical testing of the features can be found in the abovementioned OSF repository.

Morphology Syntax Semantics
Adjectives Clause of Purpose Voc: Remembering
Nouns Clause of Reason Voc: Understanding
Verbs (Finite, Infinitives, Stative) Clause of Condition Voc: Application
Comparatives Consecutive clause Voc: Evaluation
Superlatives Complex sentences Voc: Analysis
Adverbs Simple sentences Voc: Creation
Adjective to Noun ratio Relative clause Voc: Assertion
Adverb to Verb ratio Modal clause Voc: Cognition
Abstract nouns Concessive clause Description
Passive voice Adversative clause Evaluation
Pronouns (All types) 1st person + finite verb Analysis
Modal verbs Subordinating conjunctions Conclusion
Negations Coordinating conjunctions Positive Sentiments
Subjunctive mood Questions Negative Sentiments
Foreign words Neutral Sentiments
Present, Past, Future High modality words
1st person pronouns Feelings
2nd person pronouns Supports
Indefinite pronouns Claims

Future Actions
Generation Errors
Mean sentence similarity
Maximum sentence similarity
Median sentence similarity
Repetitive Lemmas
Sentence Length Variation
Functional to Lexical words ratio
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(a) Highest LIME score terms for Llama-data model (a).
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(b) Highest LIME score terms for Mixed-data model (b).
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(c) Highest LIME score terms for Complete-data model (c).

Figure 11: LIME analysis results.



(a) Llama-data model (a).

(b) Mixed-data model (b).

(c) Complete-data model (c).

Figure 12: Highest gradient magnitude terms.
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