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Abstract

The purpose of text simplification is to reduce
the complexity of the text while retaining im-
portant information. This aspect is relevant
for improving accessibility for a wide range
of readers, e.g., those with cognitive disorders,
non-native speakers, as well as children and the
general public among others. We report experi-
ments on text simplification for Lithuanian, fo-
cusing on simplifying texts of an administrative
style to a plain language level to make it easier
to understand for common people. We chose
mT5 and mBART as foundational models and
fine-tuned them for the text simplification task.
Also, we tested ChatGPT for this task. We eval-
uated the outputs of these models quantitatively
and qualitatively. All in all, mBART appeared
to be most effective for simplifying Lithuanian
text, reaching the highest BLEU, ROUGE and
BERTscore scores. Qualitative evaluation by
assessing the simplicity, meaning retention and
grammaticality of sentences simplified by our
fine-tuned models, complemented the results
of evaluation metrics’ scores.

1 Introduction

Text simplification means reducing the vocabulary
and syntactic complexity of a text while preserving
the essential information of the original text. There-
fore, text simplification is relevant for improving
the accessibility of information for people with cog-
nitive disorders, as well as for non-native speakers
and children (Štajner, 2021). It is important for the
general public as well, especially in terms of legal
and/or administrative texts as these texts provide
communication between institutions and their tar-
get audiences, which have very diverse levels of
reading comprehension (François et al., 2020).

In this paper, we report text simplification exper-
iments for Lithuanian. We focus on simplifying
texts of the administrative (clerical) style. The ex-
amples of communication with the general public
by public authorities often use quasi-legal language,

which can be ineffective in conveying information
to non-specialists (François et al., 2020). Therefore
such texts are difficult to understand for anyone
who is not an expert in that particular field. While
texts on the websites of various public administra-
tion institutions are intended to disseminate infor-
mation relevant to the general public, such as social
benefits, public utilities, migration, copyright, etc.,
there is quite often a discrepancy in terms of their
declared purpose and reaching their target audience.
Text simplification has the potential to address this
problem as it "translates" administrative language
into a less complex one in terms of vocabulary, sen-
tence structure and other aspects while retaining
the essential information from the original content.

Currently, the notion of plain language is most
commonly used in written communication of gov-
ernmental institutions towards the general public.
It is defined as communication in which wording,
structure, and design are clear so that the intended
audience can easily find, understand and use the
information it needs (Adler, 2012). So, in our ex-
periments, we explore the simplification of admin-
istrative texts to the level of plain language. Plain
Language was first and foremost a means to open
expert content for lay people (non-experts), for ex-
ample, by providing people without legal or medi-
cal training access to the respective expert commu-
nication and information (Maaß, 2020).

We chose mT5 and mBART as the base mod-
els and fined-tuned them, developing text sim-
plification models for Lithuanian texts. We also
tested ChatGPT for this task. We chose these
models because they support Lithuanian language
(many large language models do not support lower-
resource languages well) and after assessing com-
putational resources we had available for model
fine-tuning. Also, our text simplification experi-
ments performed lexical and syntactic simplifica-
tion together, thus simplifying sentence structure
and replacing complex words or phrases at the same



step.
The rest of the paper is structured as follows:

Section 2 briefly describes related work, Section
3 describes the data we used, Section 4 – methods
used in our experiments, Section 5 – experimental
setup, Section 6 presents results. Finally, Section 7
ends this paper with conclusions.

2 Related Work

Text simplification techniques have developed sig-
nificantly in recent years from rule-based (e.g.,
Rennes and Jönsson (2015); Suter et al. (2016)) to
data-driven approaches (e.g., Štajner and Saggion
(2018); Srikanth and Li (2020)). Machine transla-
tion via neural networks, such as LSTM, also has
been used in many studies because a text simplifi-
cation task can be formulated as a translation task
where a complex text is translated into a simple
text (e.g., Vu et al. (2018); Agrawal and Carpuat
(2019)).

As Transformers architecture considers the
whole input sequence and selectively extracts essen-
tial information (Vaswani et al., 2017), it has been
successfully used for text simplification (e.g., Zhao
et al. (2018); Omelianchuk et al. (2021)), among
other NLP tasks. In particular, simplifications that
avoid long, complex, and linked sentences can now
be generated by large language models (Jeblick
et al., 2023; Sun et al., 2023a).

Recent studies have shown that these models
can simplify text via the application of different
techniques, such as specifying the desired reading
grade level or directly indicating necessary simpli-
fication operations (Agrawal and Carpuat, 2023).
BERT model has been applied for lexical text sim-
plification (e.g., (Qiang et al., 2020)), text sim-
plification using monolingual machine translation
(Alissa and Wald, 2023) or hybrid text simplifica-
tion approach (e.g., Maddela et al. (2020)), among
other studies. T5 model has been used for control-
lable text simplification (e.g., Sheang and Saggion
(2021); Basu et al. (2023); Seidl and Vandeghinste
(2024)) as well as in text simplification in a situ-
ation with limited resources (e.g., Monteiro et al.
(2022); Schlippe and Eichinger (2023)), to name
a few. BART model has been applied not only
for controllable text simplification (e.g., Sheang
and Saggion (2021)) but also for paragraph-level
(e.g., Devaraj et al. (2021)) and document-level
text simplification (e.g., Vásquez-Rodríguez et al.
(2023)) thus expanding the task. Various GPT mod-

els have been utilized for text simplification as well,
especially in low-resource scenarios (e.g., Wen and
Fang (2023); Deilen et al. (2023); Li et al. (2023a)).

Some of the newest models for text simplifica-
tion include SIMSUM for automated document-
level text simplification (Blinova et al., 2023), also,
SimpleBART (Sun et al., 2023a), which reports
a pre-training strategy for text simplification, and
KGSimple, an unsupervised approach that uses
knowledge graphs to generate compressed text (Co-
las et al., 2023). In addition to general text simplifi-
cation, domain-specific text simplification models
are emerging, e.g., for simplifying medical texts
(Basu et al., 2023) or texts of particular genres (Li
et al., 2023b).

What makes text simplification a complex and
non-trivial task, is the lack of high-quality data
sources and the need for further exploration of the
low-resource scenarios (Sun et al., 2023b). Addi-
tionally, sometimes domain-specific text simplifi-
cation may result in lower quality generated text as
on, e.g., medical text simplification (Joseph et al.,
2023; Flores et al., 2023). Finally, there are chal-
lenges related to cultural and commonsense knowl-
edge in text simplification which requires further
research in this field (Corti and Yang, 2023).

In this paper, we report experiments in text sim-
plification for Lithuanian, focusing on simplifying
administrative texts to a plain language level (Maaß,
2020), which is intended for the general public. We
chose several metrics for automatic evaluation. Ad-
ditionally, the results were assessed by the linguist
from a qualitative perspective.

3 Data for Fine-Tuning and Testing

3.1 Data for Fine-Tuning

The final dataset for fine-tuning comprises 2,142 en-
tries with two columns, where the first column con-
tains original sentences or text fragments, equiva-
lent to sentences, while the second column contains
manually simplified versions of the corresponding
original content1. All data were simplified by four
experts according to guidelines which are based
on the literature on plain language, i.e. simplified
version of language, intended for non-specialists
(general public) (Alarcon et al., 2021).

The data sources for this dataset were various
Lithuanian governmental and non-governmental
public institution websites that provide information

1The dataset is available upon request.



on services such as social benefits, migration, util-
ities, copyright, and other issues. The data prepa-
ration process involved dividing the texts into sen-
tences or sentence-equivalent text fragments (e.g.,
clauses) and simplifying them manually following
the above-mentioned simplification guidelines.

The lexical and syntactic rules that were ap-
plied were mainly derived from cross-linguistic
Plain Language principles (Harris, 2010; Martinho,
2018). In some cases, Plain Language principles
or text simplification syntactic rules specific to lan-
guages that have a similar grammar structure to
Lithuanian were taken into account (Brunato et al.,
2015; Łukasz Dębowski, 2015). Certain rules, for
example, the treatment of participles, were defined
for Lithuanian specifically. Lexical simplification
was based on frequency, according to the Lithua-
nian frequency dictionary (Utka, 2009), when in
doubt. Guidelines for Plain Lithuanian feature
three different levels of proposed simplification
operations and can be summarised as follows:

1. Paragraph-level simplifications. There are
two main rules in this group. First, it is sen-
tence shortening: sentences longer than 12
words should be divided into smaller sen-
tences, preferably by turning embedded rela-
tive clauses into independent sentences. Sec-
ond, it is list creation: where possible, ho-
mogenous elements should be transformed
into vertical lists, which aid text comprehen-
sion.

2. Lexical simplification. Whenever possible,
a more frequent synonym should be selected,
disregarding the perceived formal register re-
quirements. Metaphors and acronyms, if
not particularly common, should be avoided,
while obscure terms should be defined in a
separate sentence.

3. Syntactic simplification. These include but
are not limited to:

• transformation of the passive voice into
active voice;

• replacing active participle and gerund
constructions with relative clauses;

• avoiding nominalizations;
• preferring affirmative sentences to nega-

tion, especially avoiding double nega-
tion;

• adding demonstrative pronouns and de-
terminers, where possible, to increase
clarity.

3.2 Data for Testing
For testing we used 100 sentences not included
in our parallel corpus we used for model fine-
tuning. Again, we used governmental and non-
governmental public institution websites as data
sources. We compiled this set following diversity
criteria in terms of topics covered as well as differ-
ent levels of sentence complexity.

4 Methods

4.1 mT5
The foundation of mT5 model is based on the T5
model, which stands for "Text-to-Text Transfer
Transformer." Developed by Google, T5 adopts
a unified text-to-text framework, where every lan-
guage processing task is re-framed as a text gen-
eration problem. Key principles of the T5 model
include (Zhang et al., 2021):

1. Unified Text-to-Text Framework: T5 treats
all NLP tasks as a text generation problem,
where the input and output are always text
strings. This approach simplifies the architec-
ture and allows for flexibility in handling NLP
tasks.

2. Pre-training on a Diverse Corpus: T5 is pre-
trained on a large, diverse corpus, C4 (Colos-
sal Clean Crawled Corpus) (Dodge et al.,
2021), which provides a broad understanding
of language and context.

3. Encoder-Decoder Architecture: The model
uses an encoder-decoder architecture, similar
to the original Transformer model as proposed
by Vaswani (Vaswani et al., 2017). The en-
coder processes the input text and creates a
contextual representation, which the decoder
then uses to generate the output text.

4. Fine-Tuning for Specific Tasks: While T5
is pre-trained on a general corpus, it can be
fine-tuned on a specific task or language to
enhance its performance.

For our specific task of Lithuanian text simpli-
fication, we used the mT5 model, a multilingual
variant of the original T5 (Xue et al., 2021). The
model architecture and training procedure that is



used for mT5 closely follow that of T5. To train
mT5, the authors introduced a multilingual variant
of the C4 dataset called mC4, which comprises tex-
tual data in 101 languages drawn from the public
Common Crawl web scrape. It makes mT5 model
particularly suitable for languages with fewer re-
sources (Xue et al., 2021), such as Lithuanian.

4.2 mBART
mBART, an extension of the BART (Bidirectional
and Auto-Regressive Transformers) model, incor-
porates both auto-encoder and auto-regressive com-
ponents to enhance language understanding and
generation. This model is not only tailored for
machine translation but also highly adaptable for
tasks like text simplification. It uses a sequence-
to-sequence framework based on the Transformer
architecture, which includes both an encoder and
a decoder (Lewis et al., 2019). The encoder pro-
cesses the input text, converting it into contextual
embeddings that encapsulate the nuances of the lan-
guage — Lithuanian in this context. The decoder
then reconstructs the text from these embeddings,
aiming to produce simplified text that maintains
the original meaning while being more accessible.

mBART functions as a denoising autoencoder
and is one of the first models to employ a com-
plete sequence-to-sequence framework for mul-
tilingual training by denoising full texts. It was
pre-trained on a vast corpus of multilingual data
using the BART methodology. This training in-
volved a subset of 25 languages from the Common
Crawl (CC) corpus (Wenzek et al., 2019), known
as CC25, which includes languages from various
families and features texts of different lengths. The
Lithuanian portion of this dataset comprises 1,835
tokens within a 13.7 GB corpus, highlighting the
model’s comprehensive exposure to multilingual
text (Liu et al., 2020). This extensive pre-training
enables mBART to handle complex linguistic tasks,
making it a robust tool for text simplification in
less supported languages like Lithuanian.

4.3 ChatGPT
ChatGPT is a variant of the GPT (Generative Pre-
trained Transformer) family, which itself is part
of a broader class of models using transformer ar-
chitectures (Yenduri et al., 2024). This design is
fundamentally built on self-attention mechanisms
that allow the model to process words in context
to one another across a sentence or document (?).
The model can dynamically weigh the importance

of each word based on its relationship with others,
making it highly effective for complex language
processing tasks (Rothman, 2022). We tested Chat-
GPT 3.5 for Lithuanian text simplification to ex-
plore low-resource scenarios.

For our study, we used ChatGPT in its stan-
dard, as-is configuration available via OpenAI’s
browser interface. This meant working within the
constraints of the model’s pre-training, which did
not specifically target Lithuanian language struc-
tures but included enough multilingual context to
allow for general text manipulation tasks in Lithua-
nian.

4.4 Evaluaton

4.4.1 Metrics

• BLEU (Bilingual Evaluation Understudy)
Score: measures how many n-grams in the
output match the reference sentences. BLEU
scores range from 0 to 1. A higher BLEU
score indicates that the output is closer to the
reference (Papineni et al., 2002).

• ROUGE (Recall-Oriented Understudy for
Gisting Evaluation) Score: measures the
overlap of n-grams between the simplified
text and reference text in different flavors (Lin,
2004). It measures the overlap in the range
between 0 (no overlap) and 1 (perfect overlap).
We chose 3 variants of ROUGE: unigram over-
lap (ROUGE-1), bigram overlap (ROUGE-2)
and Longest Common Subsequence overlap
(ROUGE-L).

• BERTscore: BERTscore identifies words in
candidate and reference phrases based on co-
sine similarity via the pre-trained contextual
embeddings from BERT. It correlates well
with human evaluation (Zhang et al., 2019).

4.4.2 Qualitative Analysis

For qualitative, expert-based evaluation of the sim-
plification output, we used 3 common criteria:
grammaticality, meaning preservation and simplic-
ity (Nisioi et al., 2017; Alva-Manchego et al.,
2020). Grammaticality (or fluency) means as-
sessing whether the simplified text remains gram-
matical and understandable; meaning preservation
refers to the evaluation of whether semantics (or
adequacy) is preserved after the simplification; and
simplicity points out to whether the simplified text



is simpler than the original text (Grabar and Sag-
gion, 2022). These criteria can be assessed without
the need for reference data.

The expert has been asked to assess sentences,
simplified by the models according to these 3 cri-
teria on a scale from 1 to 5. As all 3 evaluation
criteria are not equal (they go in this order: simplic-
ity – meaning retention – grammaticality), we also
asked to apply 2 other rules during the evaluation:

• The most important criterion is simplicity, so
if according to this criterion simplified sen-
tence gets 1, meaning retention and grammat-
icality are irrelevant (gets the score of 1 as
well).

• If for simplicity a simplified sentence scores
higher than 1, but meaning retention scores 1,
then the grammaticality is scored 1 (otherwise
we would get a grammatically correct but se-
mantically incorrect sentence, i.e., unrelated
to the original one).

Without such a hierarchy of criteria, there could
be a paradoxical situation where models would be
rewarded for simply copying the original content,
while they would be penalized for attempting to
simplify, although with some errors.

5 Experimental Setup

This study is aimed at the exploration of text sim-
plification for Lithuanian. We used mT5 and
mBART, which were directly fine-tuned using a
dataset of complex (original) and simplified Lithua-
nian sentences designed by linguists. The fine-
tuning focused on exploring the effects of batch
size (bs) and learning rate (lr) variations on per-
formance. The results indicated significant differ-
ences in performance between the model config-
urations. The mBART model with a larger batch
size of 8 (mBART-bs8_lr1e-4) consistently outper-
formed the other configurations. On the other hand,
the mT5 model with a smaller batch size (mT5-
bs2_lr1e-4) demonstrated stronger performance.

The pre-trained mT5 and mBART were fine-
tuned on a Lithuanian corpus, with their encoder-
decoder architecture left unchanged to suit the lan-
guage’s nuances. ChatGPT, on the other hand, was
not fine-tuned; instead, we used several prompts to
test its text simplification capabilities for Lithua-
nian. We assessed all models using selected met-
rics to compare their ability to simplify text while

preserving the original meaning and intent. The
fine-tuning process covered eight epochs, this en-
abled us to track the progression and improvements
in the models’ performance as training continued.

6 Results

6.1 Automatic Evaluation

Firstly, we executed experiments with the mT5 and
mBART models, focusing on fine-tuning and test-
ing while adjusting key hyperparameters, namely
the batch size and learning rate. The outcomes
of this fine-tuning process, which was carried
out over eight epochs, are visually represented in
Figure 1. In this figure, the performance of the
mBART model is outlined through various variants
of ROUGE, with different configurations indicated
by labels such as bs-8-lr-1e-4. These labels indi-
cate the hyperparameters used during training —
bs for batch size and lr for learning rate. Each con-
figuration provides insights into how the model’s
performance is influenced by these hyperparame-
ters.

The bs8-lr1e-4 and bs4-lr1e-4 results were se-
lected as the best performing models based on their
consistently higher scores across ROUGE metrics,
as seen in the graphs. The larger batch size of
bs8-lr1e-4, in particular, showed superior results,
indicating effective learning and generalization ca-
pabilities for Lithuanian text simplification, while
also avoiding overfitting.

In figure 2 we can see the performance during the
fine-tuning of mT5 model. The ROUGE-1 graph,
the configuration with a batch size of 2 and a learn-
ing rate of 1e-4 (bs2-lr-1e-4) achieves the highest
score, suggesting that this combination is the most
effective for the text simplification task out of the
ones tested. The same configuration (bs2-lr-1e-
4) leads in the ROUGE-2 and ROUGE-L graphs
as well, which indicates its effectiveness not just
at capturing single word overlaps but also in cap-
turing longer phrase and sentence-level structures.
Configurations with larger batch sizes and smaller
learning rates improved more slowly, suggesting
smaller learning rates require more epochs for com-
parable performance.

Table 1) summarizes the performance of each
model configuration across various metrics. We
selected the two best models based on their hy-
perparameter configurations during fine-tuning and
tested them using a dataset that was not used during
training and was unseen by the models.
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Figure 1: The mBART model’s ROUGE scores during fine-tuning with different parameters: (a) ROUGE-L score,
(b) ROUGE-1 score, (c) ROUGE-2 score.

(a) (b) (c)

Figure 2: The mT5 model’s ROUGE scores during fine-tuning with different parameters: (a) ROUGE-L score, (b)
ROUGE-1 score, (c) ROUGE-2 score.

The results indicate significant differences in
performance between the model configurations.
The mBART model with a larger batch size of 8
(mBART-bs8_lr1e-4) consistently outperformed the
other configurations across all metrics. This sug-
gests that larger batch sizes may contribute to better
model learning and generalization, especially for
complex tasks like text simplification.

On the other hand, the mT5 model with a smaller
batch size (mT5-bs2_lr1e-4) demonstrated stronger
performance compared to its larger batch coun-
terpart, particularly noticeable in the BLEU and
ROUGE scores. This might be attributed to better
handling of the nuances in a less resource-dense
language like Lithuanian when trained with more
focused, though smaller, data batches.

For testing ChatGPT we used 3 different prompts
in the zero-shot scenario, and the average scores of
the outputs are presented in Table 1. The results
show that according to our selected evaluation met-
rics, ChatGPT performed better than or close to
mT5-bs4_lr1e-4, but worse than the other 3 models.
This shows potential, however, experimenting with
prompts revealed that it is rather difficult to control
the simplification to the desired level, e.g., plain
language in our case.

Overall, the mBART model with the largest

batch size and same learning rate setting appears
most effective for simplifying Lithuanian text, high-
lighting its suitability for languages with fewer lin-
guistic resources available for training.

6.2 Qualitative Evaluation

As automatic evaluation does not cover all text sim-
plification aspects, it has been accompanied by a
qualitative evaluation by the linguist, who assessed
simplified sentences produced by the models. The
generated sentences were assessed by their sim-
plicity, meaning retention and grammaticality. The
results are summarised in Table 2.

We can see that the highest simplicity score
shared mBART-bs8_lr1e-4 and ChatGPT (3.92/5.0).
Meanwhile, mBART-bs4_lr1e-4 and mBART-
bs8_lr1e-4 got the highest score for meaning re-
tention (4.12/5.0). As for grammaticality, the just-
mentioned mBART-bs8_lr1e-4 achieved the highest
score of 4.25/5.0.

ChatGPT showed potential, especially taking
into consideration that we tested it with zero-shot
prompting. However, it was rather difficult to con-
trol the desired simplification level – in our case,
plain language was relevant, targeting the general
public, not Easy Language that mostly aims to aid
people with special needs (Maaß, 2020). Also,



Table 1: Automatic evaluation scores

chatGPT mT5-bs2_lr1e-
4

mT5-bs4_lr1e-
4

mBART-
bs4_lr1e-4

mBART-
bs8_lr1e-4

Average
BLEU

0.359 0.5697 0.0738 0.5099 0.6605

Average
ROUGE-1
F-score

0.4556 0.7937 0.3682 0.739 0.8221

Average
ROUGE-2
F-score

0.228 0.7036 0.2996 0.6288 0.7265

Average
ROUGE-L
F-score

0.396 0.7844 0.352 0.7322 0.8137

Average
BERTScore
F1

0.76 0.9033 0.7137 0.8879 0.9243

Table 2: Qualitative evaluation scores

Simplicity Meaning retention Grammaticality
mT5-bs2_lr1e-4 3.26 3.31 3.36
mT5-bs4_lr1e-4 1.99 1.89 1.88
mBART-bs4_lr1e-4 3.81 4.12 4.21
mBART-bs8_lr1e-4 3.92 4.12 4.25
chatGPT 3.92 3.86 3.78

there was some difficulty in controlling that infor-
mation not present in an original sentence would
not be added to its simplified version.

Although mT5-bs2_lr1e-4 and mBART-bs4_lr1e-
4 were rather close in terms of automatic evaluation
scores, the qualitative assessment revealed clearer
differences in simplified sentences. For example,
the latter model managed better in terms of gram-
matically correct sentences, e.g., correct case of
parts of speech. Also, mT5-bs2_lr1e-4 had a mild
tendency to cut longer original sentences in the
middle thus losing a part of the information.

The latter tendency, however, was rather strong
in mT5-bs4_lr1e-4. It also struggled in terms of cor-
rect Lithuanian grammar, making common spelling
mistakes, and jumbling the syntactic structure of
the sentences or, in several cases, getting stuck on
generating the same phrase over and over.

To summarize, qualitative evaluation added the
results of automatic evaluation metrics, showing
that mBART was the most successful in simplify-
ing Lithuanian texts. It performed better than other
tested text simplification models in terms of sim-
plicity, meaning retention and grammaticality of

simplified sentences.

7 Conclusions

In this paper, we report experiments on text simpli-
fication for Lithuanian with the focus of simplify-
ing administrative-style texts to a plain language to
make it easier to understand for the general public,
i.e. non-specialists. We chose mT5 and mBART
as foundational models and fine-tuned them for
this task. Also, we tested ChatGPT to explore a
low-resource scenario. We evaluated the outputs of
these models quantitatively (via BLEU, ROUGE
and BERTscore scores) and qualitatively (assess-
ing simplicity, meaning retention and grammati-
cality of simplified sentences). All in all, mBART
model appeared to be most effective for simplify-
ing Lithuanian texts. It reached the highest BLEU,
ROUGE and BERTscore scores. Qualitative evalu-
ation results complemented the results of quantita-
tive evaluation.

Our future plans include model improvement
(e.g., exploring different fine-tuning techniques and
more comprehensive experimentation in terms of



training parameters) and increasing dataset size
via, for example, data augmentation, to increase
model performance and generalizability. Also, we
plan a more comprehensive analysis of the model
decision-making process to take into account such
aspects as checking for factuality or model bias.

Limitations

Our study demonstrates promising results for text
simplification for Lithuanian. However, it has sev-
eral limitations we need to acknowledge. Firstly,
we evaluated the results focusing on readability
(that is, if model-simplified sentences could be
easily understood by the experts who evaluated
them) and retention of essential information. How-
ever, to assess the practical use of the simplified
texts, evaluation and analysis could include user
feedback and/or reading comprehension tests. Sec-
ondly, we limited our experiments to simplifying
administrative-style texts. Therefore, models’ per-
formance may vary if given texts of different do-
mains and genres. Also, the dataset we used for
fine-tuning models is limited in size, thus, models
could be improved with more diverse and compre-
hensive textual data. Furthermore, while quantita-
tive evaluation metrics we used provide valuable
insights, they may not fully capture the nuances re-
lated to text simplification. So, additional metrics,
evaluation criteria and linguistic analysis could of-
fer a more comprehensive assessment of simplified
texts as well as models themselves. Addressing
these limitations could improve the robustness and
applicability of text simplification in real-world
scenarios.
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