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Abstract

For RST-style discourse parsing in German, so
far there has been only one corpus available and
used, the single-genre Potsdam Commentary
Corpus (PCC). Very recently, two new RST
corpora of other genres have been made avail-
able. In our work, we build a homogeneously-
annotated German RST corpus by changing the
PCC annotations so that they become compat-
ible with the new corpora. We then run pars-
ing experiments on different constellations of
train/test splits over the three genres involved
and report the results. A modified and stream-
lined version of the DPLP (Ji and Eisenstein,
2014) parser is prepared and made available,
so that overall, the ”resource situation” for Ger-
man discourse parsing is notably improved.

1 Introduction

Rhetorical Structure Theory (Mann and Thompson,
1988) is a theory of discourse structure that mod-
els text coherence by a tree structure composed of
discourse relations. Various corpora in several lan-
guages have been annotated within this framework
since it was introduced. The Potsdam Commentary
Corpus (PCC) (Stede and Neumann, 2014), was the
first RST corpus for German, and just recently, two
new German corpora have been annotated within
this framework, viz. the APA-RST corpus (Hewett,
2023) of newspaper text, and a multimedia cor-
pus of blogposts and podcast transcripts (Seemann
et al., 2023). Although these two corpora followed
the annotation guidelines of PCC for the most part,
the authors modified the relation set, most impor-
tantly by adding the discourse relations Same-unit
and Attribution (for compatibility with existing En-
glish corpora). This makes PCC incompatible with
them at the levels of segmentation and relation
set. In our work, we present a re-annotation of
PCC texts, firstly in order to make it interoperable
with the new corpora, and secondly because we ob-

served that the annotations could also be improved
in various other respects (which we will explain).

Taking the union of the three corpora, we per-
form discourse parsing using a modified version of
the DPLP parser (Ji and Eisenstein, 2014). As there
are three slightly different genres present in the cor-
pora, we run experiments with different train/test
splits in order to test generalizability. We find
that the overall best model is obtained by train-
ing on PCC and the blogpost data. We make the
re-annotated PCC data as well as the ready-to-use
parser available to the community.1

After a brief introduction to RST and discussion
of related work in Section 2, we discuss our PCC
re-annotation and provide some corpus statistics in
Section 3. Section 4 then gives details on the three
corpora used in the parsing experiments, which we
present in Section 5, and then conclude the paper
in Section 6.

2 Background and Related Work

2.1 Rhetorical Structure Theory
RST (Mann and Thompson, 1988) models the struc-
ture of a text as a tree whose leaf nodes are given
by the sequence of elementary discourse units
(EDUs)2 and whose internal nodes represent co-
herence relations holding between those leaf nodes
and/or text spans (internal nodes of the tree) that
are formed recursively. Coherence relations are
built on the concept of nuclearity. If one discourse
unit is more essential to the coherence relation than
the other, it is deemed the nucleus (denoted by N);
otherwise, it is deemed satellite (denoted by S). In
Figure 1, for example, unit 4 and units 5-6 are the
nucleus and the satellite, respectively. The majority

1Available at: https://github.com/mohamad
i-sara20/pcc

2EDUs are the minimal parts of discourse. (Stede et al.,
2017, p. 4). They are usually defined as clauses of the text. In
Figure 1, for example, there are three EDUs.

https://github.com/mohamadi-sara20/pcc
https://github.com/mohamadi-sara20/pcc


of relations are formed from elements with differ-
ent weights (mononuclear relations), but some re-
lations also connect multiple nuclei (multinuclear
relations). The overall set of relations is not re-
stricted to one closed list. Different corpora have
proposed different relation sets; e.g., Mann and
Thompson (1988) defined about 25 relation types
in total, while the RST Discourse Treebank has 78
fine-grained relations, which are merged into 18
coarse-grained ones for automatic parsing purposes
(Carlson et al., 2003, p. 32).

So-called ”schemas” specify the constellations
that may arise, e.g., whether multiple relation satel-
lites can be attached to the same nucleus; if so,
whether this is allowed only from one or from both
directions in the text. In any case, relations always
connect adjacent spans in such a way that no cross-
ing dependencies arise.

2.2 The Potsdam Commentary Corpus

PCC is a freely available, multi-layer annotated
corpus, whose latest revision of the RST layer was
introduced by Stede and Neumann (2014). It con-
sists of 176 commentary texts from a local German
newspaper, i.e., it is a relatively small and delib-
erately homogeneous corpus. In our work, we in-
spected the RST layer and found some room for
improvement, which will be described in Section
3.

2.3 RST Parsing for German

Early results for German RST parsing, using for
the first time a support-vector machine and linguis-
tic features for this purpose, had been presented by
Reitter (2003). Recent results using neural systems
were published by Braud et al. (2017), Liu et al.
(2020), and Liu et al. (2021), who proposed multi-
lingual parsers where the German part was trained
and tested on PCC.

Braud et al. (2017), Liu et al. (2020) and Liu
et al. (2021) respectively report performances of
0.80, 0.84, 0.84 on span detection; 0.54, 0.62 , 0.64
on nuclearity detection; and 0.35, 0.45, 0.47 on
relation detection. In addition, Braud et al. (2023)
report a performance of 0.32 on relation classifica-
tion for German.

As a note of caution, we report that we tried to
execute and reproduce the results of Braud et al.
(2017) and Liu et al. (2021), but were unfortunately
unable to do so and therefore turned to an alterna-
tive system.

Comparability is exacerbated by the fact that
multilingual parsers are trained on large amounts
of multilingual data, while we are dealing here with
a single-language corpus, which is (still) compara-
tively small.

3 PCC-RST ”reloaded”

3.1 Motivations for re-annotation

We found some improvable points in the RST layer
of the PCC and thus made a number of changes to
the annotations regarding segmentation, attachment
point selection, and relations. For brevity, in the
rest of the paper we call our revised RST layer
PCC*.

Segmentation. Occasionally, PCC annotators
had used phrasal segments ([And the town will
hopefully not be brought down-][despite the
bankruptcy of the State Development Corporation
(LEG)][and occasional complaints within their
own ranks.]3). We decided to eliminate these,
because their segmentation was not consistent.
Phrasal segments were only kept in cases where a
colon was present ([ Firstly:][The parking fees in
the shopping area must be removed.]4), as it was
possible to remain consistent this way.

Further, since we aimed to add the Attribution
and Same-unit relations to the data (see below), we
had to modify the segmentation for these cases as
well. For verbs of Attribution, we consulted a list
of communication verbs provided by Tofiloski et al.
(2009).5

Attachment Points. Non-adjacent attachments,
which were present in several PCC trees, were
avoided. Instead, we follow the suggestion of Egg
and Redeker (2010): If all children have the same
function, they are first joined as a list and then con-
nected to the parent. For instance, the tree in the
upper part of Figure 1 is turned into the tree in
the lower part, because units 5 and 6 are both con-
nected to their parent via an Interpretation relation.
However, if children do not serve the same func-
tion, to avoid such connections, the adjacent child
is prioritised and connected to the parent first, and
then other children can be added. For an example,
see Figure 2.

3From maz-8727.
4From maz-18914.
5https://github.com/sfu-discourse-lab

/SL-Seg

https://github.com/sfu-discourse-lab/SL-Seg
https://github.com/sfu-discourse-lab/SL-Seg


Figure 1: Non-adjacent connection, resolved by joining
5 and 6, because they are both connected to the nucleus
via an Interpretation relation.

Schemas. We avoided the schema where a node
is the parent of its left and right adjacent node at
the same time. See Figure 3 for one such exam-
ple. This step was taken because the annotation
guidelines did not clearly specify the conditions
for applying this schema, and we believe it is in
fact not possible to avoid considerable ambiguity
in such a formalization.

Relations. We made some changes to the rela-
tion list, by adding some new relations, eliminating
some infrequent relations, and merging some rela-
tions. To see the definitions of the relations, consult
Stede et al. (2017).

• Attribution and Same-unit were added to im-
prove compatibility with existing large En-
glish RST corpora. The former relation is
used for ascribing speech/thought content to
a speaker (”John explained that the earth is
flat”), while the latter handles parenthetical
segments (”John explained – against his own
belief – that the earth is flat”), which are in
fact quite frequent in PCC.

• Enablement, which occurred only twice, was
merged with the Means relation, following
the practice of the two new German corpora
mentioned above.

Figure 2: Non-adjacent connection, resolved by a hier-
archical structure.

• Unless occurred only once in PCC and was
removed from the inventory (the instance was
re-annotated as Condition).

• Disjunction was merged with Conjunction, as
it is not documented in the annotation guide-
lines.

• Preparation: Preparation usage was extended.
We decided to use this relation whenever the
satellite ”consists of an introductory formula”
(Stede et al., 2017, p. 19), announcing a nu-
cleus, regardless of the information the satel-
lite holds.

3.2 Inter-annotator Agreement

The data was annotated by the first author of this
paper. Roughly ten percent of the corpus (18 texts)
was double annotated. The second set of annota-
tions were done by a student assistant, well-trained
in RST.

The standard agreement measuring scores are
span detection (S), nuclearity detection (N) and
relation detection (R) scores, which are also widely
used in evaluating automatic parsing results. These
are reported in Table 1, which we obtained after
converting our trees to parenthetical format using
discoursegraphs (Neumann, 2015).



Figure 3: Parent with left and right children

In addition, we also report the inter-annotator
agreement using the RST-Tace (Wan et al., 2019;
Iruskieta et al., 2015) criteria in Table 2. RST-
Tace is a tool that measures the agreement of RST
annotations of different coders.

S N R
PCC* 0.85 0.65 0.44

Table 1: Inter-annotator agreement. Results computed
with the script released by Joty et al. (2015).

Agreement Ratio

NR RR CR AR Average

mean 0.58 0.38 0.51 0.46 0.48
std 0.19 0.19 0.19 0.20 0.18

Agreement Kappa

NK RK CK AK Average

mean 0.39 0.32 0.52 0.42 0.41
std 0.27 0.20 0.19 0.21 0.20

Table 2: Inter-annotator agreement computed by RST-
Tace. NR, RR, CR, AR in the upper table denote
Nuclearity Ratio, Relation Ratio, Constituent Ratio,
Attachment-Point Ratio. NK, RK, CK, AK in the lower
table denote Nuclearity Kappa, Relation Kappa, Con-
stituent Kappa, and Attachment-Point Kappa.

3.3 Corpus Statistics
Taking a brief look at the changes in some rela-
tion groups, namely causal6, additive7, contrastive8,

6cause, result, justify, reason, reason-N, evidence, solution-
hood, solutionhood-N, and motivation combined

7joint, conjunction, list, and disjunction combined
8antithesis, contrast, and concession combined

context9, and commentary relations10 can give us
an overview of how PCC and PCC* differ in terms
of relations.

The proportion of additive relations overall
changed drastically (χ2 = 46.26, p-value < 0.0001).
A significant change is also present in causal re-
lations (χ2 = 8.59, p-value = 0.0034), contrastive
relations (χ2 = 6.41, p-value = 0.0113), relations
of context (χ2 = 6.55, p-value =0.0105), as well
as commentary relations (χ2 = 14.18, p-value
=0.0002). On the other hand, relation groups like
elaborative relations11, conditionals12 or summary,
did not change significantly in proportion.

Figure 4 portrays the kernel density estimation
of the relations whose proportions changed signif-
icantly. We have used Kernel Density Estimation
from SciPy (Virtanen et al., 2020) to obtain them.

A more detailed comparison of our annotations
with the original PCC annotations would be possi-
ble if the original PCC annotations were minimally
changed – at least minor modifications at segmen-
tation level – so that they can become comparable
to ours, which can be the done in the future.

4 Data and Preprocessing

For our RST parsing experiments, we can now uti-
lize the following German corpora: Blogposts from
a multimedia corpus (Seemann et al., 2023), RST
annotations of the original texts from the APA cor-
pus (Hewett, 2023), and PCC. In addition to our
new version PCC*, we also include the original
PCC annotations in order to see if the parsing per-
formance improves as a result of the re-annotation.
The original PCC has 2,676 relations and 3,018
EDUs, while PCC* has 2,935 relations and 3,111
EDUs.

Blogposts. The blogposts come from several pub-
lishers (both commercial companies and scientific
writers), and have been written for the weblog of
various podcasts (Seemann et al., 2023). Each blog-
post corresponds to one episode and usually either
summarizes the content of the episode or more
briefly announces the topic of discussion. In total,
there are 78 RST trees, with 1,309 relations and
1,387 EDUs.

APA. This corpus contains 25 news articles
from the Austrian news agency, along with their

9background, circumstance, and preparation combined
10evaluation-n, evaluation-s, interpretation combined
11elaboration and e-elaboration combined
12condition, unless



Figure 4: Kernel Density Estimation of proportions of causal, additive, contrastive, context and commentary
relations

manually-produced simplifications to the language-
learning levels of B1 and A2; hence in total there
are 75 texts (Hewett, 2023). We only use the 25
original articles, because they are more comparable
to the other corpora. RST trees have been anno-
tated per paragraph, yielding a total of 61 trees with
852 relations and 938 EDUs.

Total data size. The original PCC corpus, as well
as our version PCC*, contains 176 texts and thus
the same number of trees. In total, there are now
78+61+176 = 315 different German texts (or for
APA, paragraphs) with RST trees. They contain
5,096 discourse relations and 5,436 EDUs. In terms
of relations, this represents a roughly 70 % increase
in data size when compared to the original PCC
RST corpus.

Preprocessing. In line with other parsing ap-
proaches, we use a Lisp-inspired parenthetical for-
mat of the RST trees as input to the parser. To ob-
tain this format from the .rs3 XML standard used by
the manual-annotation tools, we make use of the
discoursegraphs library (Neumann, 2015). POS
tagging and dependency parsing was done with
stanza (Qi et al., 2020). All first segments of the
original PCC trees, which are the headings of the
text and not connected to the RST tree, have been

removed.

5 Parsing Experiments and Results

5.1 Parser

We use the DPLP parser (Ji and Eisenstein, 2014),
publicly available on github, because in com-
parison to others, it is well-documented, well-
structured, lightweight, and rather easily adaptable
to new data.

This shift-reduce parser is based on a set of lin-
guistic and positional features, viz.: sentence ID,
segment ID, word ID (in the sentence), word, POS
tag, dependency label, dependency head for each
EDU and also the two EDUs on top of the stack,
and the EDU on top of the stack and at the front
of the queue. In addition to these features, Brown
clusters are also used as a means of contextualizing
words.13

As a downside, the code was rather old, requir-
ing discontinued versions of some libraries. To
solve this issue, runtime dependencies are con-
tainerized in a Docker image and shared on Docker
Hub14. The code was adapted by extending some

13https://github.com/mheilman/tan-clust
ering

14https://hub.docker.com/repository/do
cker/mohamadisara20/dplp-env

https://github.com/mheilman/tan-clustering
https://github.com/mheilman/tan-clustering
https://hub.docker.com/repository/docker/mohamadisara20/dplp-env
https://hub.docker.com/repository/docker/mohamadisara20/dplp-env


of the original modules and writing a number of
new scripts.

5.2 Evaluation procedure

To evaluate parsing performance for the within-
corpus experiments, we did a 5-fold cross vali-
dation, averaging over five runs for each of the
five folds (first and second blocks in Table 3). For
cross-corpus experiments, we train on the complete
source corpus and test on the complete target cor-
pus, averaging over five runs (third, fourth and fifth
block in Table 3).

To divide the data into five partitions, we ran-
domly shuffled the data and created five batches
from PCC, PCC*, and APA data. For blogposts,
however, we created a stratified sample, i.e., we
partitioned the data such that texts from their differ-
ent publishers are represented proportionally. This
decision seemed advisable because we observed
great linguistic variability among the texts from
these different sources.

5.3 Results

All our results are collected in Table 3.

Within-corpus evaluation. The first block of the
table shows the results of training and testing on
each corpus separately (5-fold CV).

As evident, using PCC* annotations, the per-
formance has improved on nuclearity and relation
detection. This indicates that we have managed
to improve the annotations and reduce inconsis-
tency to a certain degree. However, part of the
improvement is due to the addition of the Attribu-
tion relation, which is rather easy to learn due to
its syntactical and lexical features.

On blogposts, performance is notably higher
than on PCC. We assume that this is due to the
lower complexity of these texts: They are shorter,
and overall have either the straightforward purpose
of introducing, or (less frequently) summarizing
a podcast episode. This leads to more formulaic
structures than in editorials, which exhibit rela-
tively high stylistic and argumentative variation.

For APA texts, results are in the range of PCC,
which at first sight hints at similarities between the
rhetorical structures of newspaper texts, irrespec-
tive of their degree of subjectivity.

Finally, we ran a test on the complete corpus of
315 texts and found that compared to when only
including PCC* data, the performance improves

only minimally. The cross-corpus experiments can
explain the potential reasons to some extent.

S N R
PCC 0.77 0.52 0.28
PCC* 0.77 0.55 0.35
Blogs 0.81 0.61 0.40
APA 0.81 0.56 0.32

APA+Blogs+PCC* 0.78 0.56 0.36
Blogs+PCC* → PCC* 0.77 0.54 0.34
Blogs+PCC* → Blogs 0.82 0.64 0.43

PCC* → APA 0.77 0.48 0.24
APA → PCC* 0.75 0.47 0.24
APA → Blogs 0.78 0.53 0.31
Blogs → APA 0.76 0.45 0.21
PCC* → Blogs 0.80 0.59 0.39
Blogs → PCC* 0.76 0.50 0.28

Table 3: Parser performance results for the various
train/test settings (see Section 5.3). The arrow notation
is ”training corpus” → ”test corpus”.

Cross-corpus evaluation. Since the parsing per-
formances differ somewhat between the corpora,
we decided to explore how well a model learnt on
one corpus would predict the structure on another.

Firstly (second block of the table), we found
that adding blogs to the PCC* training data does
not increase the performance on PCC*. However,
we achieve the overall best results by testing the
combined PCC* and blogs model on blogs, among
the individual corpora as well as the pairings. This
may also be an effect of the corpus size: PCC
parsing does not benefit as much from the addition
of (small) out-of-domain data as the blog parsing
does from adding a larger amount of out-of-domain
data.

The third block of Table 3 shows results for the
PCC*/APA pair. The two results are very close to
each other and at the same time lower than those
of the individual corpora, so it seems that neither
is able to generalize well to the other. This may
contradict the impression of their similarity that we
formulated for the first experiment above. It can
also partly be due to the fact that PCC* annotations
cover the complete text, while this is not true for
APA.

Finally, the fourth and fifth blocks of the table
give the results for the pairings with the ”top per-
forming” individual corpus, i.e., blogposts. Results
are higher than for PCC*/APA throughout, with the
odd exception of a rather low relation recognition



in the Blogs→APA setting (for which we have no
explanation hypothesis). The much better results
for PCC*→Blogs in comparison to Blogs→PCC*
can be an effect of training corpus size, given that
PCC* has twice as many texts as the Blogs corpus.

5.4 Error Analysis

Table 5 shows a sample confusion matrix from
PCC*. The rows signify the true labels and the
columns signify the predicted labels. We can see
that relations such as Concession, Conjunction,
List, E-elaboration, as well as Attribution and Rea-
son have been recognized better.

The confusion matrix is, however, rather sparse.
Since it can be beneficial to see the performance on
relation groups as well, we trained another model
by merging all additive, causal, commentary, con-
text, and elaboration relations.15 to see on a more
general level what relations are better recognized
as well as what relation groups are confused with
each other. Some relations, such as Attribution or
Same-unit, were kept as they were, since we be-
lieve they do not have enough in common with
each other or with other groups.

Table 4 represents the confusion matrix of a
model with merged relations. As the table shows,
additive, conditional, and context relations are in
general detected more reliably, while contrastive
relations are often confused with additives and
causals. Causal relations are also confused with
commentary or elaborative relations. Less frequent
relations such as Sequence were also often con-
fused with additives.

It should be noted that although the merged
model can give us a more general overview, it must
be looked at with care, since the numbers in most
cases are still not high enough to draw solid con-
clusions.

6 Conclusion

So far, the only resource for RST parsing in Ger-
man has been the Potsdam Commentary Corpus.
Prompted by the recent release of two additional
RST corpora, we created a unified resource by
changing the PCC annotations, on the one hand for
compatibility with the new corpora, on the other
hand for improving certain shortcomings in the
existing annotations. Using the new homogenous
set of corpora, we performed various RST parsing

15The groups have been specified in Section 3.3.

experiments with different train/test splits, and re-
port the results here as baselines for further studies.
We showed that parsing performance improves for
nuclearity and relations when moving from the orig-
inal PCC to our PCC* trees, which may indicate
higher annotation consistency.

Furthermore, we are making a revised version
of the DPLP parser available (ready to use for Ger-
man), as well as the re-annotated PCC texts.

In future work, the enlarged data set can be used
to test other parsing architectures. In addition, the
old and new versions of the PCC RST layer can
be used to study the phenomena of ”legitimate dis-
agreement” in discourse annotation – a topic that
has recently become popular also under the label
”perspectivist approaches to NLP”. This can in-
clude approaches to systematically including both
variants in training parsing models.

Limitations

As hinted at in the conclusion, RST annotation is
known to be subjective, and thus we do not regard
our new PCC annotations as ”the single ground
truth”; instead it represents a set of possible text
interpretations. The corpus that can now be used
for parsing has more genre variety than the PCC
had, but is still relatively homogeneous (opinion
articles, news, well-edited blogs); additional genre
diversity could be achieved, for example, by adding
more user-generated text, e.g. from social media.
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sequence 0 1 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
solutionhood 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
solutionhood-N 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
summary 0 0 0 0 0 0 0 1 0 1 0 1 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0

Table 5: Confusion matrix (unmerged relations)
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