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Abstract

In this paper, we evaluate two different natural
language processing (NLP) approaches to solve
a paradigmatic task for computational literary
studies (CLS): the recognition of knowledge
transfer in literary texts. We focus on the ques-
tion of how adequately large language models
capture the transfer of knowledge about fam-
ily relations in German drama texts when this
transfer is treated as a classification or textual
entailment task using in-context learning (ICL).
We find that a 13 billion parameter LLAMA 2
model performs best on the former, while GPT-
4 performs best on the latter task. However, all
models achieve relatively low scores compared
to standard NLP benchmark results, struggle
from inconsistencies with small changes in
prompts and are often not able to make simple
inferences beyond the textual surface, which is
why an unreflected generic use of ICL in the
CLS seems still not advisable.

1 Introduction

Computational literary studies (CLS) is a subfield
of Digital Humanities. CLS attempts to expand the
traditional methods of literary studies to include
quantitative approaches with the help of statisti-
cal methods and machine learning or natural lan-
guage processing (NLP) (Piper et al., 2021; Janni-
dis, 2022). The latter has made enormous progress
in recent years: at the latest since the develop-
ment of the transformer architecture (Vaswani et al.,
2017) large language models (LLMs) based on it
have been breaking traditional NLP-benchmarks.
Until 2020, the development and domain-adaption
of these models was dominated by an approach that
emerged as a result of the bidirectional encoder
representations from transformer models (BERT,
Devlin et al., 2018), which has been termed the pre-
training and fine-tuning paradigm. This practice
has now also arrived in CLS, as a recent survey
on machine learning in CLS shows (Hatzel et al.,

2023). However, another paradigm shift in NLP
appeared when the developers of GPT-3 (Brown
et al., 2020), an autoregressive LLM with around
175 billion parameters, showed in 2020 that with
the help of a few examples (‘few-shot learning’)
without fine-tuning and exclusively through natu-
ral language interaction, the model not only corre-
sponded to the performance of predecessor models
in numerous NLP tasks, but even outperformed
them. This type of conditioning of a LLM to per-
form a specific task using only a natural language
input and no gradient update is called ‘in-context
learning’ (ICL, Dong et al., 2023). With the pub-
lication of ChatGPT, ICL has gained popularity
among the general public, but its potential and lim-
its for CLS has yet to be determined.

Use of Language Models in CLS
Especially for the often highly individualized re-
search questions of CLS, it is tempting to provide
a natural language description of the task in or-
der to analyze literary texts. On the first sight,
such an approach does not require in-depth knowl-
edge of LLMs and NLP, and even the output –
human-readable language – can be interpreted di-
rectly, without requiring quantitative and/or statisti-
cal analysis. Furthermore, this approach seemingly
gets rid of the need to formulate unambigouous and
precise definitions, which are tested via annotation
and – due to the explication – open for critique by
other researchers (cf. Reiter et al., 2019). Thus,
in order to include ICL in the CLS method arse-
nal, it is necessary to disclose the potentials and
limitations of this method properly. With this pa-
per, we want to take a first step in this direction
by testing a representative CLS-task – knowledge
transfer between literary characters in German the-
atre plays – with the help of three different LLMs
using ICL-methods.

We consider this task representative for many
CLS tasks: i) It revolves around literary characters,
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which are one of the most important ‘anchors’ for
literary interpretation. Their knowledge about the
world they live in is an important property if one
understands literary characters as representations
of human beings. ii) While some CLS tasks (e.g.,
authorship or genre attribution) assign properties to
the entire text, many focus on smaller units such as
scenes or events, which are represented by a small
number of tokens. iii) Finally, corpus sizes in CLS
are typically rather small, as much of the work is
focused on historic data.

The paper directly links to the flourishing drama
research in literary studies and CLS (Moretti, 2011;
Fischer et al., 2017; Krautter, 2018; Andresen et al.,
2022; Dennerlein et al., 2023). The goal of this
study is two-fold: (i) evaluating if LLMs are able
to sufficiently solve the task out-of-the-box, and
(ii) investigating the problems and pitfalls that may
arise when utilizing LLMs for such a CLS task.

2 Related Work

While prompt engineering, which is often equated
with ICL, recently gained a lot of traction, studies
based on it are still rare in DH in general and CLS
in particular. Initial reflections and experiments
can be found in Computational Science Studies
(CSS). Ziems et al. (2023) investigate the potential
of LLMs for CSS by investigating the viability of
zero-shot-learning for sociological research. Over-
all, they posit that LLMs perform well in certain
zero-shot classification tasks within the context of
social studies research, but “do not match or exceed
the performance of carefully fine-tuned classifiers”
(Ziems et al., 2023, p. 2). Across their experiments,
models demonstrate optimal performance in tasks
related to misinformation classification, stance de-
tection, and emotion classification. The authors
attribute this success to the presence of either a
ground truth (as in the case of misinformation) or
an annotation schema that corresponds to (implicit)
definitions of everyday concepts.1 However, they
also note that models perform worse in tasks re-
quiring intricate expert taxonomies. This difficulty
arises from the complex nature of expert-informed
annotation guidelines, which may not align seman-
tically with much of the LLM’s training data.

1These assumptions correlate with the initial research into
why and how ICL works, summarized and brought together
by Xie et al. (2021) and Xie and Min (2021) who interpret this
ability as Bayesian inference of a latent concept conditioned
on the prompt – a capability that arises from structure in the
pretraining data.

In the realm of NLP, several papers have ex-
plored ICL for solving sets of diverse tasks (cf.
Ye et al., 2021; Chen et al., 2022; Wei et al.,
2022; Sanh et al., 2022; Min et al., 2022), investi-
gated methods for constructing reliable prompts (cf.
Schick and Schütze, 2021; Zhao et al., 2021; Perez
et al., 2021; Lu et al., 2022) and choosing suit-
able evaluation metrics (Schaeffer et al., 2023). In
terms of related tasks, the implicit_relations
task from the BIG-bench benchmark (Srivastava
et al., 2023) seems to be closest to our setup, with
Hoffmann et al. (2022) achieving an accuracy score
of 49.4% using a 70B parameter Chinchilla model
and Rae et al. (2021) an accuracy score of 36.4%
using a 280B parameter Gopher model.

3 Task

We work on a paradigmatic task for Computational
Literary Studies: the transfer of knowledge about
family relationships in German theatre plays. This
type of task is paradigmatic for CLS insofar as re-
search questions from literary studies often focus
on particular realizations of concepts in specific
literary contexts or specific particularities of genres
and single texts which are difficult to generalize
and thus data sparsity becomes an issue. We con-
duct two experiments within the framework of ICL
in order to gain insights into how LLMs can be
applied here:

• Experiment 1: Classification: For our first
approach, we aim to investigate if LLMs are
able to correctly predict family relations be-
tween characters. The task for the models
is to decide which family relation holds be-
tween two characters given the context in a
dialogue snippet taken from a German drama.
In the last scene of the last act of Lessing’s
Nathan the Wise, for instance, Nathan reveals
that Recha and the Templar are siblings (see
appendix A for the relevant segment). In this
case, the classification goal would be to assign
the class siblings.

• Experiment 2: Textual entailment: Textual
entailment recognition (TER), also known as
natural language inference (NLI), is a task
that has been established in NLP since 2005
(Dagan et al., 2006). It refers to the ability
of a model to determine whether a hypothesis
is entailed by another sentence or short text.
As part of this task, we reformulated the clas-
sification task from Experiment 1 so that it
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becomes an entailment task. The text snippet
from the play becomes the premise, and the
family relationship it conveys is formulated as
a proposition that serves as the hypothesis (e.g.
“Iphigenia is the child of Agamemnon.”).

4 Data

We make use of one pre-existing dataset, a corpus
of knowledge transfer annotations on German the-
atre plays pertaining to family relations (Andresen
et al., 2022). The authors understand knowledge in
a broad way to be beliefs that are thought to be true
by a certain character at a certain point in time but
might later turn out to be wrong during the advance
of the plot. The corpus contains 30 texts sampled
from the German Drama Corpus (GerDraCor, Fis-
cher et al., 2019). For each family relation that
a character learns about, an annotation marks the
source and target of the knowledge transfer, which
family relation is being transferred and who is part
of this relation, as well as additional, optional prop-
erties like lies or uncertainty. While the dataset
in total contains 1277 annotated text passages, we
removed the infrequent relation types as well as all
annotations that do not represent knowledge trans-
fer. This yields 89 annotations for our experiments,
which are divided into four categories: parent of
(29), child of (26), siblings (23) and spouses (11).
While this is a rather small dataset, it is suitable for
our premise of evaluating a typical CLS task, since
data sparsity is a common — and perhaps inherent
— feature of CLS tasks, as also mentioned earlier.
The same dataset is used for Experiments 1 and 2,
whereby in the case of Experiment 2, 39 instances
are changed so that they are classified as proposi-
tions that are not entailed by the text snippet. For
instance, if an annotation contains a parent of rela-
tionship, the proposition is changed to “[Character
X] is not the parent of [Character Y]”.

5 Experiments

5.1 Models
For deciding on which model to use, we looked
at the rankings of the HuggingFace LLM leader-
board2 and chose the top three performing models
for their performance on the HellaSwag bench-
mark3 (Zellers et al., 2019). Since HellaSwag
contains common sense inferences, it appeared

2https://huggingface.co/spaces/HuggingFaceH4/
open_llm_leaderboard

3Effective September 13, 2023.

to be the benchmark most closely related to our
task. Thus, we compare three different LLM archi-
tectures, namely the open source models LLAMA

2 (Touvron et al., 2023), in a version optimized
for chatting, Platypus2 (Lee et al., 2023), which
is a derivative of LLAMA 2, and the closed source
model GPT-4 (OpenAI, 2023).4

5.2 Experimental Setup

We test different model sizes, namely LLAMA 2
7B and 13B, as well as Platypus2 7B and 13B and
compare their best results to GPT-4 with roughly
1.8T parameters. In addition to the sentence con-
taining an annotation, we provide the models with
context sentences and experiment with one and two
context sentences on each side of the target sen-
tence. We experiment with different prompts and
prompt formats by utilizing the structures used for
initially instructing the LLMs (LLAMA 2 and Al-
paca prompt formats) as well as re-formulating in
order to entice the model to generate a certain out-
put format. In particular, we test the effects of pro-
viding the models with the names of the characters
involved in the relationship (w/ character name),
or not (wo/ character name). The specific prompt
setups we used are documented in the appendix
(see C.2). Lastly, we experiment with zero shot
and few shot learning and test the effects on model
performance. For the few shot setups, we provide
the models with four examples chosen randomly
from the development set. The code to re-run all ex-
periments can be found on https://zenodo.org/
doi/10.5281/zenodo.10581289.

6 Results

Table 1 shows the best results by each model archi-
tecture for predicting family relations.5 The best
F1 and accuracy scores with values of 66% and
68% in a zero shot setting and of 68% and 66%
in a few shot setting were obtained with LLAMA

2 (13b) based on prompts in which the names of
the characters whose family relationship is trans-
mitted are input to the model. They thus achieve
higher performance scores than are reported for
the BIG-bench benchmark (49% accuracy) and are
also at the upper end of the scores achieved by

4We believe that proprietary models such as OpenAI’s
GPT-4 are not suitable as a valid basis for scientific experi-
ments due to their opacity, but can serve as a good benchmark
for comparison with open source models due to their perfor-
mance.

5For a complete list of results see Table 3 in the appendix.
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Model Context Learning method Prompt F1 Prec. Rec. Acc.

Majority Baseline – – – 0.16 0.10 0.33 0.33
Llama-2-13b 1 zero shot v2 w/ character 0.66 0.69 0.68 0.68
Llama-2-13b 2 few shot w/ character 0.68 0.74 0.66 0.66
Platypus2-13b 2 zero shot w/o character 0.53 0.60 0.54 0.54
GPT-4 2 zero shot w/ character 0.52 0.55 0.51 0.55

Table 1: Results of Experiment 1: Classification.

Model F1 Prec. Rec. Acc.

Maj. Baseline 0.72 0.56 1.00 0.56
Llama-2-13b 0.38 0.49 0.45 0.45
Platypus-2-13b 0.26 0.19 0.43 0.44
GPT-4 0.50 0.74 0.56 0.56

Table 2: Results of Experiment 2: Textual entailment.
All models were used with a context window of one
sentence. All scores are weighted-scores.

Ziems et al. (2023, p. 14) (58% to 64%). Note,
however, that Ziems et al. did not aim at the clas-
sification of implicit meta-knowledge. Neverthe-
less, the results are still below the scores achieved
for other text-classification tasks with smaller pre-
trained language models (PLMs). Platypus2 and
GPT-4 are generally outperformed by LLAMA 2,
but achieve results similar to the baselines estab-
lished by Hoffmann et al. (2022) and Ziems et al.
(2023).

Table 2 shows the results for the textual entail-
ment task. The data set for this task consists of
89 text-sentence pairs, of which 50 sentences are
entailed from the snippets of the drama texts and 39
are not entailed. We compare the models to a base-
line that classifies all instances as “entailed” (ma-
jority baseline). All three models perform poorly at
the textual entailment task: While GPT-4 achieves
an accuracy of 56% (baseline: 56%), LLAMA 2
classifies a larger number of sentences as not en-
tailed, but only has a recall of 45% and therefore
achieves F1 and accuracy scores far below the base-
line. Platypus2 performs worst and classifies all
instances as “not entailed”.

LLAMA 2 even explicitly justifies why it clas-
sifies actually entailed sentences as non-implied,
as the following example shows: “The text does
not explicitly state that Iphigenie and Orest are sib-
lings. While it mentions "Schwestern" (sisters) and
"Bruder" (brother) in the same sentence, it does not
explicitly state their relationship. Therefore, the

proposition that Iphigenie and Orest are siblings is
not entailed by the given text.”6

7 Discussion

Our experiments show that the performance of an
LLM is strongly affected by its potential lack of
‘understanding’ of the task, or particular words in
the prompt as well as minor changes in the prompt
templates. This is insofar not surprising, as the
dramas date from the period 1750-1910 – with the
majority dating from the turn of the 18th and 19th
centuries – and therefore use a language that is
also literary in style and in some cases versified,
for which there were most likely no examples in
the training data of the models. Recent studies
investigating ICL argue that both semantic priors
and input-label mapping in the prompts influence
the ICL competence of LLMs, although the latter
only applies to very large LLMs (Zhao et al., 2021;
Xie et al., 2021; Wei et al., 2023). With regard
to our experiments, one can assume that in the
training data of LLAMA 2 the connection between
the classification of an implicit knowledge transfer
of a family relation and the fact that the same text
snippet entails this family relation formulated in
the form of a proposition, which is self-evident for
a human speaker, was not represented.

8 Conclusion

It is worth noting that one of the dangers of ICL
(and generative models in general) is the seemingly
straightforward use of their output. We believe that
using natural language output of such models is a
regression compared to properly defined, symbolic
output, as it requires interpretation and naturally

6As experiments have shown, in the case of LLAMA 2 this
also applies sometimes to very simple material inferences. For
example, when asked whether “Peter is taller than Fritz” im-
plies that “Fritz is smaller than Peter”, LLAMA 2 answers: “To
entail the latter proposition, the text would need to explicitly
state that Fritz is smaller than Peter [. . . ]” GPT-4 does classify
these sentences correctly.
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contains ambiguities and terminological vagueness.
“The worst dangers may lie in the humanist’s ability
to interpret nearly any result” (Sculley and Pasanek,
2008, 409), and this holds even more when the
result comes in the form of natural language.

It also follows from our experiments that an un-
reflected and generic out-of-the-box use of ICL –
even with open-source LLMs – for the automation
of analytical sub-steps in the CLS is not yet rec-
ommended. The accuracy and F1-scores, although
respectable per se, are still too low for this. Method-
ologically, it follows that for each task-specific use
of ICL in the CLS, it must be clarified in each spe-
cific case whether and how the selected LLMs rep-
resent the subject-specific vocabulary for this task
validly and with a high degree of accuracy. For cer-
tain tasks, it should also be considered whether the
breakdown of a complex concept into simpler ev-
eryday concepts potentially mastered by the model –
an LLM-specific operationalization of the complex
concepts – does not achieve better scores.

In the background of this methodological rec-
ommendation lie the following open research ques-
tions: Is it really the case that LLMs perform better
with ICL if the models already have semantic prior
knowledge of the task-specific concepts/vocabu-
lary? What does this mean for the domain-specific
vocabulary of CLS? Can this be generically cate-
gorized in such a way that a distinction is made
between everyday concepts, which are likely to
be represented by LLMs or can be represented in
principle, and complex concepts, which are likely
to be difficult to represent by LLMs? How suit-
able are more recent low-resource ‘fine-tuning-
methods’ such as PEFT (Lester et al., 2021) or
LoRA (Hu et al., 2021) for CLS? The highly suc-
cessful instruction-fine-tuning paradigm is rarely
applicable in CLS due to a lack of available data,
but alternatives such as PEFT have so far only been
tested on standard NLP benchmarks like Super-
GLUE. The extent to which these methods increase
the accuracy of LLMs in CLS tasks will have to be
examined in the future.
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A Example Knowledge Transfer

Excerpt from Lessing’s Nathan the Wise. English
translation by W. Taylor.

NATHAN. He called himself Leonard of
Filnek, but he was no German.

TEMPLAR. You know that too?

NATHAN. He had espoused a German,
And followed for a time your mother
thither.

TEMPLAR. No more I beg of you—But
Recha’s brother—

NATHAN. Art thou

TEMPLAR. I, I her brother—

RECHA. He, my brother?

This segment has been annotated by Andresen
et al. (2022) with the following predicate:

transfer(nathan, saladin,
siblings(tempelherr, recha))

B Complete Results

Table 3 shows the complete results for Experiment
1.
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Model Context
window

Learning
method Prompt F1 Precision Recall Accuracy

Majority Baseline – – – 0.16 0.10 0.33 0.33

Llama-2-7b 1 zero shot w/o character 0.46 0.49 0.45 0.45
Llama-2-7b 1 zero shot v2 w/o character 0.37 0.57 0.36 0.36
Llama-2-7b 1 few shot w/o character 0.28 0.35 0.32 0.32
Llama-2-7b 1 zero shot v2 w/ character 0.58 0.74 0.49 0.49
Llama-2-7b 1 few shot w/ character 0.29 0.41 0.32 0.32

Llama-2-13b 1 zero shot w/o character 0.48 0.60 0.51 0.50
Llama-2-13b 1 zero shot v2 w/o character 0.56 0.56 0.56 0.56
Llama-2-13b 1 few shot w/o character 0.41 0.41 0.44 0.44
Llama-2-13b 1 zero shot v2 w/ character 0.66 0.69 0.68 0.68
Llama-2-13b 1 few shot w/ character 0.63 0.71 0.63 0.63

Llama-2-7b 2 zero shot w/o character 0.47 0.48 0.47 0.47
Llama-2-7b 2 zero shot v2 w/o character 0.35 0.65 0.33 0.33
Llama-2-7b 2 few shot w/o character 0.19 0.27 0.24 0.24
Llama-2-7b 2 zero shot v2 w/ character 0.51 0.52 0.49 0.49
Llama-2-7b 2 few shot w/ character 0.20 0.28 0.25 0.25

Llama-2-13b 2 zero shot w/o character 0.44 0.51 0.47 0.47
Llama-2-13b 2 zero shot v2 w/o character 0.51 0.50 0.53 0.53
Llama-2-13b 2 few shot w/o character 0.38 0.36 0.4 0.4
Llama-2-13b 2 zero shot v2 w/ character 0.67 0.70 0.65 0.65
Llama-2-13b 2 few shot w/ character 0.68 0.74 0.66 0.66

Platypus2-7b 1 zero shot w/ character 0.26 0.51 0.19 0.19
Platypus2-7b 1 zero shot w/o character 0.37 0.47 0.37 0.37
Platypus2-7b 2 zero shot w/ character 0.29 0.31 0.33 0.33
Platypus2-7b 2 zero shot w/o character 0.26 0.46 0.25 0.25

Platypus2-13b 1 zero shot w/ character 0.41 0.50 0.46 0.46
Platypus2-13b 1 zero shot w/o character 0.44 0.50 0.51 0.50
Platypus2-13b 2 zero shot w/ character 0.42 0.49 0.46 0.46
Platypus2-13b 2 zero shot w/o character 0.53 0.60 0.54 0.54

GPT-4 2 zero shot w/ character 0.52 0.51 0.55 0.55
GPT-4 2 zero shot w/o character 0.52 0.50 0.55 0.55

Table 3: Complete results for Experiment 1.

C Prompts

C.1 Used Prompts

C.1.1 Experiment 1: LLAMA 2

1 <s >[ INST ]
2 What kind of family relationship between

{ person_1 } and { person_2 } is
conveyed in the following German {
drama_snippet }?

3
4 Choose one of the following labels :
5 A: " child_of "
6 B: " parent_of "
7 C: " siblings "
8 D: " spouses ".
9 JUST name the label and nothing else !

10 Family relation :
11 [/ INST ]

Listing 1: "Zero shot prompt template w/o person; v2"

1 <s >[ INST ]
2 What kind of family relationship is

conveyed in the following German {
drama_snippet }?

3

4 Choose one of "parent_of", "child_of", "
siblings", "spouses ".

5 JUST name the label and nothing else!
6 Family relation:

7 [/INST]

Listing 2: "Zero shot prompt template w/ person"

C.1.2 Experiment 1: Platypus2

1 Instruction: You are a literary scholar.
2 What is the family relation in the

German text {drama_snippet }?
3 The possible family relations are parent

, child , uncle , siblings , cousins.
4 Answer in a single sentence in the

following format: The family
relation is >>correct family
relation <<.

5 Do NOT write code.
6 Do NOT write anything before or after

the answer sentence.

Listing 3: "Zero shot prompt template w/ person"
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1 Instruction : You are a literary scholar .
2 What is the family relation between {

person1 } and { person2 } in the German
text { drama_snippet }?

3 The possible family relations are parent
, child , uncle , siblings , cousins .

4 Answer in a single sentence in the
following format : The family
relation between { person1 } and {
person2 } is >> correct family
relation < <.

5 Do NOT write code .
6 Do NOT write anything before or after

the answer sentence .
7 Response :

Listing 4: "Zero shot prompt template w/o person"

C.1.3 Experiment 2: LLAMA 2

1 <s >[ INST ]
2
3 Consider the following two texts :
4
5
6

1. German text : { text }
2. { proposition }

7
8 Can you determine whether the second

proposition { proposition } is
entailed by the German text { text }?

9
10 Please provide your answer in the form

of a logical statement :
11 a .) Yes , the proposition is entailed by

the given text .
12 b .) No , the proposition is not entailed

by the given text .
13 Your answer :
14 [/ INST ]

Listing 5: "Textual Entailment prompt "

C.1.4 Experiment 2: Platypus2

1 <s >[ INST ]
2
3 A text T textually entails a proposition

P , iff typically , a human would be
justified in reasoning from the
propositions expressed by T to the
proposition expressed by H.

4
5 Is the proposition { proposition }

entailed by the following piece of
German text : { text }?

6 Answer with :
7 a .) Yes , the proposition is entailed by

the given text .
8 b .) No , the proposition is not entailed

by the given text .
9 Your answer :

10 [/ INST ]

Listing 6: "Textual Entailment prompt "

C.1.5 Experiment 2: GPT-4

1 Common sense reasoning exam

2 ###

3 Explain your reasoning in detail than
answer with "Yes , the proposition is
entailed by the given text" or "No,
the proposition is not entailed by

the given text".

4 Your answer should follow this 4-line
format:

5
6 Premise: <some sentences from a German

play >.

7 Question: <question requiring logical
deduction >.

8 Reasoning: <an explanation of what you
understand about the possible
scenarios >.

9 Answer: <"Yes , the proposition is
entailed by the given text" or "No,
the proposition is not entailed by
the given text">.

10

11 ###
12 Premise: German {text}
13 Question: {proposition}
14 Reasoning: Let 's think logically step by

step.
15 Answer:

Listing 7: "Textual Entailment prompt

C.2 Different Prompting Setups

C.2.1 LLAMA 2
• Use of the Llama-specific prompt templates:

– A prompt opens with the tags <s> [INST]
and ends with [/INST]. A complete user/-
model interaction is contained between
the <s> and </s> tags.

• Enumeration of possible labels in a sentence
vs. declared list

– Prompt Template Version 1 (v1):
“Choose one of "parent_of", "child_of",
"siblings", "spouses".” vs. Prompt
Template Version 2 (v2): Choose one
of the following labels cf. Ziems et al.
(2023, p. 12):
A : "child_of"
B : "parent_of"
C : "siblings"
D : "spouses".

• Instructions for generating desired output

– JUST name the label, do NOT generate
any more text!
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C.2.2 Platypus
• Use Alpaca-specific prompt template:

– A prompt with Instruction and Response
directives

• Instructions for generating desired output

– Do NOT output anything after the family
relation

– Do NOT output programming code

• Inserting information about the characters in
a family relation

– identify the type of family relation and
the characters involved vs. identify the
type of family relation between person
{person1} and person {person2}

C.2.3 GPT-4
• Here we follow the OpenAI prompting prin-

ciples as taught in the prompting course with
Deeplearning.ai.

– Give the model a role: “You are a literary
scholar. ”.

– Use of delimiters: ###.

– Asking for structured output: “JUST
name the label without quotation marks
and nothing else!”

10


