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Abstract

Many collections of digitized newspapers suf-
fer from poor OCR quality, which impacts read-
ability, information retrieval, and analysis of
the material. Errors in OCR output can be re-
duced by applying machine translation models
to ‘translate’ it into a corrected version. Al-
though transformer models show promising re-
sults in post-OCR correction and related tasks
in other languages, they have not yet been ex-
plored for correcting OCR errors in Swedish
texts. This paper presents a post-OCR cor-
rection model for Swedish 19th and 20th cen-
tury newspapers based on the pre-trained trans-
former model ByT5. Three versions of the
model were trained on different mixes of train-
ing data. The best model, which achieved a
36% reduction in CER, is made freely avail-
able and will be integrated into the automatic
processing pipeline of Språkbanken Text, a
Swedish language technology infrastructure
containing modern and historical written data.

1 Introduction

The OCR (Optical Character Recognition) qual-
ity of printed documents in general and historical
documents in particular is often low. Historical doc-
uments often suffer from stains, faded print, and
ink bleed-through from other pages, which leads to
poor OCR accuracy. This, in turn, causes a range of
challenges for Natural Language Processing (NLP)
systems such as information retrieval and analysis.
One way to achieve higher accuracy is to apply
a post-OCR correction method to the OCR out-
put. In this context, post-OCR can be compared to
machine translation where the input is a set of char-
acter strings in one form that should be mapped
onto the corrected form (Nguyen et al., 2021).

Since the transformer architecture was intro-
duced in 2017 (Vaswani et al., 2017), it has pushed
the state-of-the-art in many NLP tasks, includ-
ing machine translation. It has also led to the
emergence of large pre-trained models. One of

Figure 1: Word, sub-word and character-level tok-
enization of the sequence. Den i HandelstidniDgens
g&rdagsnnmmer omtalade hvalfisken.

these is ByT5, which is pre-trained on the large
web-scraped multilingual dataset mC4 (Xue et al.,
2021b).

ByT5 operates on the character level, as il-
lustrated in Figure 1. This approach preserves
words that are not covered by the model’s vo-
cabulary due to, for example, OCR errors (Han-
delstidniDgens) or age (hvalfisken), at the cost
of increased sequence length. Since the sizes
of language models’ vocabularies are fixed, a
word-level model would map all out-of-vocabulary
words (e.g., misspelled or obsolete words) to the
same out-of-vocabulary token <OOV>, losing all
information about these words. This character-
level approach has reached state-of-the-art results
in transliteration and grapheme-to-phoneme tasks
(Xue et al., 2021a), diacritics restoration in 13 lan-
guages (Stankevičius et al., 2022), and post-OCR
correction in Sanskrit (Maheshwari et al., 2022).
However, it has not yet been explored for Swedish
post-OCR correction.

The main contributions of this work are: (i) We
demonstrate how effective a fine-tuned ByT5 is
in the task of correcting OCR errors in 19th and
20th century Swedish newspapers. (ii) We show
what effect does further training on data from
books and other domains have on the model’s
performance on newspapers. (iii) We release
a freely available post-OCR correction model
with state-of-the-art performance on historical
Swedish text, and a demo for testing the model.
The model is available at https://huggingface.
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co/viklofg/swedish-ocr-correction, with
a demo at https://huggingface.co/spaces/
viklofg/swedish-ocr-correction-demo.

2 Related Work

Previous work in post-OCR correction of Swedish
historical text have explored both statistical and
neural network based approaches. Persson (2019)
used an SVM classifier in combination with a word
list to detect and correct OCR errors in 17th to
19th century texts. Dannélls et al. (2021) pro-
posed a method for increasing OCR accuracy of the
Swedish newspapers by merging outputs from two
OCR engines. Lundberg and Torstensson (2021)
explored using the reference material prepared by
Dannélls et al. to train an LSTM-based model from
scratch, but found that it was not large enough to
yield satisfactory results.

Another successful method for correcting OCR
errors in Swedish historical text involves deep
CNN–LSTM hybrid models (Drobac and Lindén,
2020; Brandt Skelbye and Dannélls, 2021). Drobac
and Lindén (2020) utilized deep CNN–LSTM hy-
brid networks for the post-OCR task. They em-
ployed both Finnish and Swedish historical news-
papers from 17th to 18th century, and reached state-
of-the-art results for both. Brandt Skelbye and
Dannélls (2021) experimented with mixed deep
CNN–LSTM hybrid models directly on the charac-
ter model within the OCR engine. While they have
achieved state-of-the-art results for Swedish OCR,
their method is not directly comparable to ours as
it was not applied as a post-processing step.

In many other languages, post-OCR correction
approaches based on neural machine translation
have shown promising performance. Examples in-
clude the winner of the 2019 ICDAR competition
(Rigaud et al., 2019), which was trained on ten
European languages (but not Swedish). More re-
cent examples include models for Finnish (Duong
et al., 2021), Icelandic (Jasonarson et al., 2023),
and English (Nguyen et al., 2020; Soper et al.,
2021). Nguyen et al. (2021) note that while these
models tend to outperform other techniques, they
need a lot of training data to be successful. Never-
theless, the emergence of pre-trained transformer
models, which require less training data and per-
form better than traditional methods such as LSTM
networks, gives us hope that these models will over-
come some of the previously reported limitations
for Swedish OCR.

Dataset Partition Time period Chars (k) CER

Newspapers Tesseract 1818–2018 6,957 4.86
Abbyy Finereader 6,928 3.85

Literature 1836–2001 7,267 1.63
Blackletter Swedish fraktur 1626–1816 282 17.61

Then swänska Argus 1732–1734 259 19.06

Table 1: An overview of the datasets

3 Data

This project’s main source of data is a manually
transcribed subset of the National Library of Swe-
den’s digitized newspapers.1 In addition to this
dataset, three other datasets are used: one dataset
containing OCRed literature and two datasets con-
taining OCRed blackletter texts.

All datasets come with a ground truth. An
overview of all datasets is given in Table 1.2

Newspapers The newspaper dataset was pre-
pared by Dannélls et al. (2021) and comprises
almost 44,000 text segments identified by layout
analysis of 400 Swedish newspaper pages printed
between 1818 and 2018. The dataset includes two
versions of each segment, one processed with Ab-
byy Finereader and one with Tesseract. Spanning
two hundred years, the dataset is diverse in both ty-
pography and orthography. A majority of the 19th
century pages are printed in blackletter typefaces,
which often results in worse OCR accuracy and
other kinds of errors compared to modern typefaces.
The contemporary Swedish spelling was largely
settled with the 1889 and 1906 spelling reforms
(Pettersson, 2005), which means that the dataset
contains both modern and historical spelling, for
example vad and hvad (‘what’), and kvarn and
qvarn (‘mill’).

Literature The literature dataset consists of 79
titles of Swedish literature provided by the Swedish
Literature Bank.3 In total these texts amount to
about 7.3M characters, making it slightly larger
than the newspapers. It is contemporary with the
newspaper dataset, but the OCR quality is generally
much higher, likely because of higher print quality
and simpler page layout.

Blackletter The blackletter dataset is a combina-
tion of two datasets prepared by Borin et al. (2016):

1https://tidningar.kb.se/
2A quantitative description of the size of the diachronical

component of the dataset can be found in Brandt Skelbye and
Dannélls (2021).

3https://litteraturbanken.se/
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Swedish fraktur and Then swänska Argus. Both
contain OCRed texts printed in blackletter type-
faces along with the ground truth. Swedish fraktur
contains texts from 199 pages from the collections
of Gothenburg University Library. Then swänska
Argus is a dataset consisting of 25 issues of the
periodical of the same name by Olof von Dalin.

4 Methodology

4.1 Preparing the data
The main pre-processing step was to split the
datasets into short samples. Careful consideration
was taken to keep the OCR output and its ground
truth aligned, since misaligned training samples
may encourage the model to delete or insert text.
Each pair of OCR output and ground truth was
aligned line-by-line using a modified version of
Myers’ difference algorithm (Myers, 1986). In our
version, we consider two lines ‘equal’ if their CER
is low enough (the threshold was adjusted manually
to suit each dataset), which compares the two texts
and returns the lines that are present in both texts.

The aligned texts were split on line breaks into
samples of typically 1-2 lines. These samples were
filtered based on the following conditions: (a) both
the OCR output and ground truth should be at least
four characters long, (b) the CER should be below
50%, and (c) the ground truth may not contain @,
which is used to indicate illegible text.

The newspaper samples were randomly assigned
to three splits: train (70%), test (15%), and evalu-
ation (15%). The two versions of each newspaper
sample (one processed by Tesseract, one by Abbyy
Finereader) were put in the same split to ensure that
there was no contamination between the sets. The
literature and blackletter samples were randomly
assigned to two splits each: train (85%) and test
(15%). These datasets were not used in evaluation,
since the model’s target domain is newspapers.

Dataset Train Test Eval.

Newspapers 125,637 26,456 26,960
Literature 63,867 11,271 0
Blackletter 4,881 861 0

Table 2: Sizes of the three datasets (number of samples)

4.2 Fine-tuning setup
We fine-tuned three models using the following
setup. The base model, byt5-small, was accessed

through Huggingface’s Transformers library (Wolf
et al., 2020). The maximum input and output
lengths were set to 128 UTF-8 bytes, which cor-
responds to slightly less than 128 characters of
Swedish text.4 The models were fine-tuned for
three epochs using the Trainer API provided by
Huggingface. Adafactor (Shazeer and Stern, 2018)
was used as optimizer with a constant learning rate
of 0.001, mimicking the setup used by Xue et al.
(2021a) and Raffel et al. (2019) in fine-tuning ByT5
and T5, respectively. The batch size was set to 32,
giving a total batch size of 128 · 32 = 212 tokens
(bytes) per batch.

4.3 Models

Three models were fine-tuned: Model 1, Model 2
and Model 3. The only difference between them
is what mix of the datasets, described in Section 3,
they were fine-tuned on. The first model, Model
1, was trained on the newspaper dataset only, con-
sisting of 126,000 training samples. Model 2 was
fine-tuned on the newspaper and literature datasets,
giving a total of 190,000 training samples. Since
the literature dataset is contemporary with the news-
papers, our ambition with this mix was to pro-
vide more examples of 19th and early 20th century
Swedish. Model 3 was fine-tuned on the newspaper
and blackletter datasets, giving a total of 131,000
training samples. Our ambition with this training
mix was to provide more examples of typical er-
rors in OCR of blackletter text, and in turn improve
Model 1’s performance on older newspapers.

4.4 Evaluation

Each fine-tuned model was evaluated on the 15%
subset of the newspaper data. This evaluation
set was aligned and filtered in the same way as
the training data. The predicted corrections were
computed using greedy decoding, i.e., at each de-
coding step, the highest-probability token was se-
lected. The CER and WER were computed using
the Python library jiwer.5

5 Results and Discussion

Table 3 shows the error rates of the evaluation set
before and after processing with each model. All
three models successfully reduced the error rates at

4ByT5 uses UTF-8 encoding, in which most characters
occupy one byte, but non-ASCII characters such as å, ä, and
ö occupy at least two bytes.

5Version 3.0.3., available at https://pypi.org/
project/jiwer/, accessed November 6, 2023.
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CER (%) WER (%)

Period BL M1 M2 M3 BL M1 M2 M3

1818–1859 8.39 4.39 4.63 4.30 32.46 15.34 15.80 15.54
1860–1899 4.04 2.29 2.61 2.38 16.51 8.06 8.63 8.22
1900–1939 2.60 2.01 1.97 1.92 11.24 7.03 7.08 6.99
1940–1979 1.46 1.39 1.49 1.29 6.45 4.43 4.54 4.39
1980–2018 0.83 0.67 0.75 0.73 3.74 2.67 2.67 2.67

1818–2018 3.20 2.06 2.20 2.04 13.21 7.17 7.42 7.23

Table 3: CER and WER of Model 1 (M1), Model 2 (M2) and Model 3 (M3) compared to baseline (BL).

both character and word level. This improvement
can be seen in both modern and historical texts.
Even though it can be assumed that ByT5 has not
seen much historical Swedish in its pre-training
data, the models did not seem to struggle dispropor-
tionately with correcting OCRed historical texts.
It is possible that the error patterns are more pre-
dictable in the older material than the newer mate-
rial, and thus easier to find and correct.

Over the entire set, the results in Table 3 show
that Model 3 achieved the lowest CER of 2.04%,
which corresponds to a 36% reduction from the
baseline 3.20%. At the same time, Model 1
achieved the lowest WER, corresponding to a re-
duction of 46% (from 13.21% to 7.17%). These
results are comparable to previously reported re-
sults in post-OCR correction of historical Icelandic
texts using the larger byt5-base (Jasonarson et al.,
2023), indicating that byt5-small may be suffi-
ciently large for the task.

Although the differences between the three mod-
els’ error rates listed in Table 3 are small, Model 1
and Model 3 tended to perform slightly better
than Model 2. A possible explanation of this ten-
dency is Model 2’s relatively large portion of non-
newspaper testing data. However, when inspecting
the corrections produced by the models, we could
not find any evident differences in quality. As an
example, consider the evaluation sample shown in
Figure 2. The three models agreed that ko»unqen«
was incorrect, but only Model 3 managed to cor-
rect it to Konungen (‘the king’). At the same time,
Model 3 was unable to correct alk to att (‘to’).

The example in Figure 2 also displays the mod-
els’ unwanted tendency to occasionally introduce
new errors, for example sä → få (‘get’) instead of
sä → så (‘so’). In fact, the best model in terms of
CER, Model 3, increased the CER in 7.7% of the

evaluation samples. It is possible that the correc-
tions could benefit from using another decoding
strategy than greedy decoding.

OCR output (Model input)
— tz. M. ko»unqen« tillfrifFnanbe kor lock,
ligtwis nu sä fortgått alk H. M. den >6 för för,

Expected output
— H. M. konungens tillfrisknande har lyck-
ligtwis nu så fortgått att H. M. den 16 för för-

Model 1 output
— H. M. kommißens tillfrisknande kor lock,
ligtwis nu få fortgått att H. M. den 16 för för-

Model 2 output
— H. M. kommens tillfrisknande för lock-
ligtwis nu så fortgått att H. M. den 16 för för-

Model 3 output
— H. M. Konungens tillfrisknande kor lock-
ligtwis nu så fortgått all H. M. den 16 för för-

Figure 2: A sample from the evaluation set with cor-
rections suggested by the three models. Errors and
corrections are highlighted in bold.

6 Conclusion

In this paper, we present state-of-the-art results
in post-OCR correction of Swedish 19th to 21th
century newspapers. We fine-tuned three models
from byt5-small, the smallest available version
of Google’s pre-trained character-level transformer
model ByT5, using mixes of training data from
different domains. The most successful model in
terms of CER was fine-tuned on a mix of Swedish
newspapers and blackletter texts. It achieved a
36% reduction in CER over the entire evaluation
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set, but despite this, it was found to increase the
CER in 7.7% of the evaluation samples. We made
this model freely available and will integrate it into
the automatic processing pipeline of Språkbanken
Text,6 a Swedish language technology infrastruc-
ture containing modern and historical written data.
Further work aims to minimize the amount of in-
troduced errors taking context information into ac-
count. We also intend to conduct several evalu-
ations to learn more about the type of errors the
model makes, in particular, on new digitized re-
sources.

Limitations

The proposed model operates directly on text out-
put from OCR engines. This makes it engine-
agnostic and not reliant on any specific OCR output
format, but may also limit its performance since
it is unable to consider metadata such as charac-
ter confidence scores. Without this knowledge,
the model is equally prone to change a (possibly
correctly recognized) character regardless of how
confident the OCR software is.
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