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Abstract

Beyond enabling linguistic analyses, linguis-
tic annotations may serve as training material
for developing automatic language assessment
models as well as for providing textual feed-
back to language learners. Yet these linguistic
annotations in their original form are often not
easily comprehensible for learners. In this pa-
per, we explore the utilization of GPT-4, as an
example of a large language model (LLM), to
process linguistic annotations into clear and un-
derstandable feedback on their productions for
language learners, specifically sign language
learners.

1 Introduction

Annotating linguistic data is a complex task, pre-
senting ongoing challenges such as interpreting
ambiguities and accounting for annotators’ percep-
tions (Basile et al., 2021). In the context of sign lan-
guages, this complexity is increased by the absence
of common writing systems and codified grammars
(Baker et al., 2016), along with the challenge posed
by the simultaneous production of manual and non-
manual components1 in expressing information.

Annotating sign language data is still a human-
based and extremely time-consuming process. As
evidenced by the ongoing German Sign Language
(Deutsche Gebärdensprache, DGS) Corpus project,
the annotation task proves to be highly labor-
intensive, demanding approximately up to 600 min-
utes to transcribe and annotate a single minute of
signing (Hanke, 2017).

These challenges slow down advancements in
(semi-)automatic annotation of sign language data.
No computational tools at a production stage are

1Manual and non-manual components represent the phono-
logical linguistic units that differentiate signs. The manual
components comprise four main parameters: hand shape, ori-
entation, position, and movement. Non-manual components
consist of the movement of eyebrows, mouth, nose, gaze, and
position and movement of the head and upper body.

currently capable of supporting the process of gen-
erating (high-quality) annotations as part of a semi-
automatic setting.

Recent years have seen the rise of Large Lan-
guage Models (LLMs), enabling the annotation of
large textual datasets. LLMs have proven effective
in reliably annotating data by supporting human
annotators (Gilardi et al., 2023). This concept of
LLM-based annotation has extended to language
teaching and assessment (Kasneci et al., 2023;
Mahlow, 2023). In this area, efforts have been
made to provide language learners with formative
feedback by processing data annotations, although
only tested with written learner data (Caines et al.,
2023).

In this paper, we align with this latter research
area and explain our idea of using linguistic an-
notations for providing feedback to sign language
learners with the assistance of a large language
model. First, we introduce in Section 2 the process
of annotating sign language (learner) data as well
as the first approaches to using LLMs for provid-
ing feedback to learners based on previous written
annotation. In Section 3, we outline the annotation
process and the annotation scheme. We provide
a brief explanation of how our annotation process
works, to make it accessible to a non-expert audi-
ence. Our goal is to illustrate the steps necessary
to generate formative feedback.

Then, in Section 4, we present an experiment
by employing GPT-4 (OpenAI, 2023) to process
the linguistic annotations from data of our corpus
of continuous sign language learner productions.
Leveraging GPT-4 as an instance of LLMs, our
goal is to transform the linguistic annotations into
clear and understandable feedback to sign language
learners. An evaluation of the feedback with sign
language learners is also presented. The findings
suggest that our initial approach holds promise in
aiding sign language learning.
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2 Related Work

2.1 Annotating Sign Language (Learner) Data

Sign language annotation is a human-based pro-
cess that consists of two steps: transcription, where
a written version of the signed production is cre-
ated, and annotation, which enriches video data
with additional information, such as linguistic fea-
tures (Konrad, 2011). For this task, in the context
of sign languages, expert annotators employ an-
notation software such as ELAN (Crasborn and
Sloetjes, 2008), iLex (Hanke and Storz, 2008), or
SignStream (Neidle et al., 2001). These tools do
not offer automatic annotation, that is, they do not
automatically segment and label the video stream.

Glosses are commonly used as semantic labels of
signs, written in capital letters and corresponding
to the base form of a word in the surrounding spo-
ken language2 (Johnston, 2010). They find exten-
sive use in (automatic) Sign Language Processing
(SLP), particularly in the domain of Sign Language
Translation (SLT) (Müller et al., 2023). The Ham-
burg Notation System (HamNoSys; Prillwitz, 1989)
is a transcription system designed for representing
the form of signs, employing approximately 200
symbols to depict the phonetic parameters of signs.

While recent years have witnessed various
efforts in SLP introducing methods for auto-
matic data annotation, these approaches are of-
ten language-dependent or target only one specific
aspect of annotation (e.g., De Sisto et al., 2021;
Mukushev et al., 2022, for sign segmentation; Bull
et al., 2020 for sentence segmentation; Varol et al.,
2021, for sentence alignment; Östling et al., 2015,
for part-of-speech tagging; Chaaban et al., 2021 for
non-manual segmentation and sign segmentation).
Nevertheless, these tools currently either remain un-
available or are not well-suited for automated data
annotation without extensive human post-editing.3

None of these studies specifically address the
processing of sign language data originating from
language learners. In recent years, research into
second language acquisition of sign languages
(SSLA) has increased, proposing various datasets

2In this study, the term “spoken language” refers to any
language that is not signed, whether expressed in written or
oral form.

3For a general introduction to sign language processing,
refer to Bragg et al. (2019). To explore existing sign language
corpora, consult Kopf et al. (2021) (where, albeit, sign lan-
guage learner corpora are not included). Additionally, for
an overview of the various annotation formats employed in
signed corpora, refer to Kopf et al. (2022).

from non-native signers (L2) (Schönström, 2021).
The L2 data undergoes an initial annotation com-
parable to the process applied to native signer (L1)
data, including the addition of glosses and Ham-
NoSys information (see above), for example. Fol-
lowing this, error annotation is applied to highlight
deviations from canonical forms or disfluencies, a
common practice also used in the study of spoken
language learning (Gilquin and De Cock, 2011).

On the one hand, deviations are annotated and
analyzed at a single sign level, focusing on indi-
vidual glosses and manual errors (Rosen, 2004;
Ortega and Morgan, 2015; Ebling et al., 2021). On
the other, deviations are labeled and analyzed at a
sentence level, highlighting the need for annotating
non-manual components (Mesch and Schönström,
2020; Gulamani et al., 2020).

2.2 LLMs Applied to L2 Data
LLMs have demonstrated their effectiveness in re-
liably supporting human annotators (Gilardi et al.,
2023). This capability of LLMs for annotation has
been extended to the domain of language teach-
ing and assessment, demonstrating the potential
to enhance the teaching and learning experience
across various education levels (Kasneci et al.,
2023; Mahlow, 2023).

For example, LLMs can automatically annotate
and evaluate learners’ written work by assigning
scores. As highlighted in previous studies, they
play a crucial role in providing immediate feedback
and explanations of errors (Nagata et al., 2021;
Caines et al., 2023). This immediacy has been
proven to be more effective for student learning
(Steiss et al., 2023). However, it is important to
note that the focus of all these studies is limited to
writings and automated essay scoring.

Focusing on the use of corpora in language
classes, teachers commonly extract insights into
both correct and incorrect usage of terms and lin-
guistic constructs from annotated corpora to pro-
vide formative feedback to learners. Nagata et al.
(2020) present an approach which leverages anno-
tation in existing feedback comments to automati-
cally generate new feedback comments.

The idea of offering sign language learners au-
tomatic and immediate feedback during sign lan-
guage learning assignments is a recent topic that
has not been explored to a great extent (Huener-
fauth et al., 2015; Hassan et al., 2022).

Research suggests that sign language learners
prefer feedback that not only identifies the precise
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moment of an error in a video but also includes
detailed written feedback alongside visual cues
(Huenerfauth et al., 2017; Hassan et al., 2022).

Existing systems, limited in number, utilize an-
notations to analyze learner inputs but typically
offer binary correct/incorrect feedback or, at most,
assign a numerical score (Tarigopula et al., 2022).

In contrast to the research presented above, our
work explores the use of GPT-4 for elaborating
existing annotations created for sign language lin-
guistics research, reframing them as feedback for
sign language learners. The motivation behind this
is that individuals not used to linguistic annotations
may find them challenging to understand without
additional explanation.

3 Annotating the Corpus Data

In this section, we offer an overview of our annota-
tion process, outlining the annotation scheme. This
scheme encompasses the features extracted from
the annotated data, which are then used to input
into the GPT-4 model for our experiments (Section
4).

For our experiment, we utilized data from a
Swiss German Sign Language (Deutschschweiz-
erische Gebärdensprache, DSGS) corpus includ-
ing a longitudinal sign language learner sub-corpus
and a corresponding sub-corpus of native signers.
The L2 data was gathered from the same learners
at four collection points separated by six-month
intervals between March 2022 and November 2023.
Both L1 and L2 videos underwent post-processing
and were imported into iLex (Section 2.1).

3.1 Annotators

In the case of low-resourced languages such as sign
languages, human expert annotators are not widely
available (Mehta and Srikumar, 2023). Our team
of annotators comprises two deaf expert annotators,
bringing years of experience in teaching and re-
searching sign language to the task, along with two
annotators in training. All of them, including the
annotators in training, are project team members.

To ensure data integrity, we performed contin-
uous validation and cross-checking of annotated
data. Annotations adhere to a four-eyes principle,
subject to cross-checks by the two expert annota-
tors. Difficult and divergent cases are discussed in
the presence of a sign language linguist. Annota-
tions by annotators in training undergo a double-
check and corrections if necessary.

Since the annotations by annotators in training
are still under review, we have decided to consider
only the sentences annotated by the experts for the
experiment introduced in Section 4.

3.2 Transcription and Annotation Scheme
Table 1 presents the features included in the full
transcription and annotation scheme underlying the
creation of our DSGS corpus. Each feature corre-
sponds to a tier within an iLex transcript. Tiers, in
this context, are distinct layers used to encode the
simultaneous usage of various information chan-
nels or features, such as hands, eyebrows, and
mouthing. Figure 3 in Appendix C shows an ex-
ample of a sentence produced by a DSGS learner,
annotated in iLex.

The scheme was designed so as to include an-
notation at both a segmental and suprasegmental4

level, including the non-manual components. The
scheme aims at capturing the complexity and nature
of the co-occurrence of features, including informa-
tion at higher levels, as indicated in the “Additional
information” column (cf. Table 1).

Item refers to an exercise used as elicitation task
for the creation of our corpus, such as picture or
video retelling, along with exercise boundaries and
name. Information in this tier was automatically
annotated based on the starting and ending times
registered by the video recording software.

Each Item contains one to n sentences marked in
the Sentence tier. Specifically, this tier contains a
segmentation of the video into sentence-like units.

Each sentence is then segmented into manual
and non-manual components. Annotation of the
manual components involves inserting glosses and
describing the sign form with the four parameters
of hand shape, orientation, position, and movement
using HamNoSys (Ebling et al., 2018).

For non-manual components, annotation con-
sists of labeling linguistic facial or upper body form
and movement. The labels assigned to each non-
manual feature were based on schemes employed
in previous sign language studies (Gabarró-López
and Meurant, 2014; Lackner, 2019). These labels
were adapted to suit DSGS and the objectives of the
corpus. In sum, we defined 81 labels for mouth ges-
tures, comprising 57 labels for lip form and move-
ment, twelve for identifying cheek movement and
shape, and 22 for tongue movement (e.g., upper
lip left raised). Concerning the nose, we defined

4The term “suprasegmental” is employed as these compo-
nents constitute a layer atop the segmental layer (Pfau, 2017).
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Levels Manual components Non-manual components (nmc) Additional information Error annotations
Item Gloss: right hand (rh) Mouthing Topic/focus Parameter(s) different (rh) + acceptability

Sentence Gloss: left hand (lh) Mouth gesture Function Parameter(s) different (lh) + acceptability
Gloss: both hands (bh) Nose Prosody Parameter(s) different (bh) + acceptability

HamNoSys: rh Shoulders + Upper body Role Parameter(s) different (nmc) + acceptability
HamNoSys: lh Head Comment Sentence Problem + acceptability sentence
HamNoSys: bh Gaze Comment

HamNoSys: variance rh Eye lids
HamNoSys: variance lh Eyebrows

Table 1: Tiers in the transcription and annotation scheme of our DSGS corpus. Each column corresponds to a main
annotation block. Each block contains a list of tiers or features.

seven labels (e.g., wrinkled nose). We identified
19 labels for upper body and shoulder movement,
and 20 labels for head movements (e.g., nodding
head). Additionally, we established 30 labels for
eye gaze, ten for eyelids, and eight for the eyebrow
movements (e.g., raised eyebrows).5

For L2 data, the annotation scheme was ex-
panded to incorporate the tiers outlined in the Error
annotations column in Table 1. These tiers provide
information about deviations from the canonical
form for manual and non-manual components, as
well as any deviation occurring at the sentence level.
For each deviation, annotators assigned a degree
of (non-)acceptability (not acceptable, acceptable,
fully acceptable). This value indicating whether
the deviating feature remained comprehensible and
to what extent it affected the overall comprehen-
sibility of the sentence. Appendix A presents two
versions of a sample signed sentence, one judged
as acceptable and the other deemed not acceptable.

4 Using GPT-4 for Sign Language
Annotation Elaboration

The primary aim of this experiment was to leverage
the ability of GPT-46 to produce coherent textual
feedback from keywords representing linguistic an-
notations, intended to be presented to sign language
learners. Our final scenario is to incorporate the
feedback generated through this process into a pro-
totype sign language assessment system, providing
additional feedback alongside visual hints. Fig-
ure 1 shows a predecessor prototype system giving
feedback on lexical items, i.e., on individual signs.
Note that our aim is to provide feedback on the
production of continuous sign sentences, thereby
naturally also touching on the correctness of pro-
duction of non-manual components of signing.

5For further details on the annotation scheme and labels,
please contact the first author.

6https://openai.com/gpt-4

4.1 Data

We retrieved the error annotations from iLex, ran-
domly selecting 100 annotated sentences, and struc-
tured the input prompt in a JSON format suitable
for the GPT-4 model. Each sentence contains be-
tween 0 and 12 errors (µ 4.7, σ 2.1).

We chose a direct prompting approach, that is,
we provided the model with a single prompt that in-
cluded comprehensive task details. This contained
the task definition, purpose, and the intended target
user, simulating how a person would instruct an-
other person to explain a list of errors to a learner.
Since the annotations are in German and the gen-
erated feedback needs to be in German, we for-
mulated the prompt in the same language. The
prompt specifically instructed the model to elabo-
rate on annotations, categorizing them into three
types: annotations regarding manual components,
non-manual components, and annotations at the
sentence level.

We requested the exclusion of any information
about the language or input sentence. This was
motivated by our observation that GPT-4 had pre-
viously consistently provided explanations about
sign languages in general. We established precise
terminology for the term “sign” to address seman-
tic ambiguity. This ensured that the model used the
German word “Gebärde” instead of “Zeichen”, as
both are homonyms for “sign” in English. Like-
wise, we specified the use of the term “Komponen-
ten” instead of “Signale” to refer to non-manual
components. The final prompt template is provided
in Table 2.

To restrict inappropriate inferences for our pur-
pose, we set the temperature parameter to 0.2. This
value allows for prompt rephrasing without becom-
ing repetitive or excessively creative. We kept the
other parameters unchanged and set the seed to 42
to guarantee consistent generations.

Tables in Appendix D report examples of
prompts and generated outputs.
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Figure 1: Screenshot displaying the earlier prototype system offering feedback on hand shape (Handform) and
movement (Bewegung) at sign level.

DE: Analysiere Fehler in einem in Deutschschweizerischer
Gebärdensprache (DSGS) produzierten Satz ohne Sprach-
oder Satzdetails. Verfasse eine klare, ganz kurze Erklärung
wie für einen DSGS-Lernenden. Nutze ‚Gebärde‘ statt ‚Ze-
ichen‘, ‚Komponente‘ statt ‚Signale‘. Bitte duzen, auf Förm-
lichkeiten verzichten. Verzichte auf zusätzliche Informatio-
nen. Hier sind die Annotationen: %. Manuelle Fehler:
%. Nicht-manuelle Fehler: %. Problem auf Satzebene: %.
Akzeptabilität ganzer Satz: %.

EN: ‘Analyze errors in a sentence produced in Swiss Ger-
man Sign Language (DSGS) without language or sentence
details. Write a clear, very short explanation as for a DSGS
learner. Use ‘sign’ instead of ‘sign’, ‘component’ instead
of ‘signals’. Please use first names, avoid formalities. Do
without additional information. Here are the annotations:
%. Manual errors: %. Non-manual errors: %. Problem at
sentence level: %. Whole sentence acceptability: %.’

Table 2: Basic prompt template, where % is a place-
holder for annotations. German version is on top, En-
glish translation done using DeepL on bottom. Note the
wrongly translated sentence ‘Use sign instead of sign’
due to the semantic ambiguity explained in the section.

4.2 Accuracy Evaluation

To assess the performance, we conducted two dis-
tinct evaluations. The first analysis aimed at iden-
tifying the primary challenges for the model. In
this evaluation, we manually examined the gener-
ated text for each prompt, checking the included
error information to count the number of true pos-
itives, i.e., instances in which the model correctly
included the error information from the prompt
in its output; false positives, i.e., cases in which
the model incorrectly included information in the

output that was not present in the original prompt;
and false negatives, where the model failed to in-
clude the error information from the prompt in the
formulated output.

We counted individual error instances, not the
overall generated text, since we wanted to observe
how the model treated and explained each single
error. We then computed precision, recall, and
F1-score.

4.3 Learner Evaluation

The second evaluation aimed at assessing the qual-
ity of the generated feedback texts from the per-
spective of the target users, namely sign language
learners. Specifically, the goal was to determine the
comprehensibility of the generated texts for sign
language learners and evaluate their subjective use-
fulness, with the expectation that our approach will
be integrated into the sign language assessment pro-
totype. To achieve this, we invited sign language
learners to read and judge the generated texts. We
enrolled five volunteers, each with beginner to in-
termediate level of DSGS.

For every generated text, evaluators were tasked
with comparing the output to the errors included
in the prompts. They were asked to respond to
three questions (translated into English in the fol-
lowing): Q1. Is the generated output correct and
does it include the expected information? Q2. Is
the generated output readable? Q3. Is the generated
output understandable?
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Each question was designed to assess a specific
aspect of the generated text. The first question
focused on investigating the accuracy and com-
pleteness of the text. Especially, it considered an
output as accurate only when it encompassed all
the anticipated information. The second question
targeted its fluency, and the third evaluated its clar-
ity in the error presentation. The evaluators had the
possibility to add a comment about the text if they
deemed it necessary.

All evaluators were instructed to select a value
on a 5-point Likert scale, where 1 represented a
poor rating (strongly disagree) and 5 indicated a
very good rating (strongly agree). The decision to
use an odd scale was taken to allow respondents
to choose the midpoint in cases of neutral under-
standing, without being compelled to extreme eval-
uations. The anonymized input information and
generated outputs, including the number of errors,
as well as the evaluations of the outputs are pub-
lished on Zenodo.7

Annotator agreement was measured on the 100
items annotated by all evaluators separately. We
calculated the pairwise raw percentage as well as
Gwet AC28 for ordinal data. We decided to use
Gwet AC2 as measure of inter-rater reliability for
ordinal and interval measurement because it ad-
dresses the limitation of label’s distribution of the
Krippendorff’s α (Feng, 2014; Gwet, 2014). In our
data, for each question, evaluators agreed to the
extent of 72% to 90% on a single label, that is the
label of value 5 (Figure 2). This imbalanced dis-
tribution can result in meaningless α coefficients;
hence our choice of Gwet AC2.

4.4 Results

Accuracy Results By manually analyzing the
generated output text, we noticed that in general
the texts were correct, fluent and readable, but the
model sometimes failed to generate informative
elaborations suitable to the given task.

As reported in the Table 3, out of all of the er-
ror information, 99% was correctly inserted in the
generated output, showing a high level of accuracy.

The model achieved a recall of 93%. While this
is a high number, it still indicates that the model
missed to insert or wrongly inserted some informa-
tion on errors. We investigated this value and iden-

7https://zenodo.org/doi/10.5281/zenodo.105673
77

8https://irrcac.readthedocs.io/en/latest/inde
x.html

tified that the system incorrectly provided informa-
tion about non-manual errors for 32 instances: In
general, it stated that the non-manual components
were produced correctly instead of acknowledging
an error (Example 57 in Table 9). The errors made
by GPT-4 in generating the explanations and the
non-manual error annotation show a positive cor-
relation that is statistically significant (ρ = 0.16,
p-value < 0.001). This implies the existence of
a certain ambiguity either in the prompt or in the
error annotation, which proves challenging for the
LLM to manage.

In cases where the prompt did not contain any
error, the model generated irrelevant texts by ex-
plaining the range of possible errors in sign lan-
guage learning (Example 35 in Table 10). This
might be due to the limited context of the prompt.
In two cases, for example, the model included a de-
scription of a manual error that was not originally
present in the prompt (Example 44 in Table 8).

Overall, GPT-4 achieved an F1-score of 0.96,
suggesting a good trade-off between precision and
recall in elaborating on the error annotations to
produce a textual feedback for learners.

Precision 0.99
Recall 0.93
F1 0.96

Table 3: Evaluation scores of the GPT-4-generated out-
puts calculated on the single error instances.

Learner Evaluation Results To better under-
stand the perceived fluency and the clarity of the
texts on the part of the sign language learners, we
calculated the percentage of the Likert values as-
signed by the learner evaluators to each question.

As shown in Figure 2, the three aspects obtained
high percentages for the highest values for all three
aspects of correctness, fluency, and clarity. In par-
ticular, 90.3% of the answers to the second aspect
obtained a value of 5. Consistent with these per-
centages, the Pearson correlations between the in-
vestigated aspects were highly significant. This
suggests that the texts with the correct representa-
tions of the content were also evaluated as being
more readable and comprehensible by the learners
(Q1-Q2: ρ = 0.32, p-value < 0.001; Q1-Q3: ρ =
0.60, p-value < 0.001; Q2-Q3: ρ = 0.34, p-value
< 0.001).

Overall reliability was 0.88 (Gwet’s AC2), cal-
culated as the mean of the values for the individual
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1 2 3 4 5
Likert values

Q1

Q2

Q3

Q
ue

st
io

ns
0.4% 6.6% 3.7% 18.1% 71.3%

0.0% 0.6% 0.6% 8.4% 90.3%

0.0% 1.6% 2.5% 17.2% 78.6%

Figure 2: Percentage values of the answers given by the
evaluators. Q1: accuracy and completeness of the text;
Q2: fluency of the text; Q3: clarity in error presentation.

aspects: 0.83, 0.95, and 0.87 for Q1, Q2, and Q3,
respectively. The average pairwise raw percentage
estimated on the evaluated items was 58.6% for Q1,
79.7% for Q2, and 64% for Q3. The lowest label,
i.e., 1, was never assigned to Q2 and Q3. This label
was assigned only by one evaluator to Q1. Most
discrepancies in the evaluations were observed be-
tween labels 4 and 5, indicating that the nuances
between a value of 4 and 5 were poorly defined.
Specific scores between each pair of evaluators can
be found in Tables 4, 5, and 6 in Appendix B.

A qualitative analysis of the comments revealed
common patterns in the positive reception of sup-
portive statements such as Keep up the good work!
present in the output generated by the model (Ex-
ample 4 in Table 9). Even though we did not specif-
ically ask for such comments in the initial prompt,
the model produced them. This observation led
us to reflect on the importance of incorporating a
more personal touch in the feedback generated for
learners.

Less appreciated by the evaluators were phrases
that asked learners to pay attention to the correct
repetition of a hand movement or shape of the sign
as shown in an (invented) example video. Similarly,
they criticized the lack of specificity in the descrip-
tion of errors concerning non-manual components.
Besides, the evaluators negatively commented on
the length of the outputs (length in sentences: µ 7.9,
σ 3.2; length in tokens: µ 105.4, σ 43.8). During
the creation of the prompt and the experimenta-
tion to find suitable parameters for our experiment,
we had attempted to limit the number of output
tokens; however, the model tended to cut off the
feedback, especially when there were numerous
errors to explain within the prompt.

5 Conclusion and Outlook

In this paper, we have presented the multifaceted
challenges associated with annotating sign lan-
guage data. We have covered the steps included in
the annotation process and summarized the main
features in a sign language annotation scheme.

We have also reported on an experiment using
GPT-4 to elaborate on linguistic error annotations
from the scheme to provide more comprehensible
feedback to sign language learners (cf. Example
2 in Table 7). The rationale behind this experi-
ment was that the annotation reprocessing offers
an opportunity to offer immediate feedback to sign
language learners, enhancing their learning experi-
ence.

The evaluation results demonstrated the success-
ful application of GPT-4 in this task. They also
obviated a need for more concision, evidence, and
specificity in the generated error elaborations. The
level of details of our annotation scheme may have
constrained the quality of the generated feedback,
leading to inconsistencies in GPT-4’s treatment of
non-manual errors, as shown in Examples 4 and
57 in Table 9. A preliminary cleaning step and
paraphrasing of the linguistic annotations could
potentially address these issues.

In a practical scenario, GPT-4 can be guided
to provide additional explanations or customized
support by using clear prompts that incorporated
human-written explications. Within the linguistic
annotations of the corpus, we offer insights into
errors tied to specific grammatical constructs. A fu-
ture enhancement could involve instructing GPT-4
to generate feedback comments explaining linguis-
tic concepts and grammatical structure, moving be-
yond solely error-focused elaborations. This shift
could contribute to a more comprehensive and ed-
ucational feedback system, aiding sign language
learners in grasping the underlying linguistic princi-
ples. This aspect could be evaluated by performing
a study comparing feedback generated by sign lan-
guage experts with that produced by GPT-4.

In future research, we also aim to explore few-
shot methods to improve the model’s capability
of elaboration. We tried different promptings and
adjusted settings. Even though we aimed for a
clear prompt, the choice of the 0.2 temperature
parameter was somewhat arbitrary. Future work
could explore different parameter settings.

Lastly, in this paper, the numbers related to anno-
tators, the amount of annotated data and evaluators
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may seem small compared to the data commonly
used in Natural Language Processing (NLP) tasks
employing deep learning methods. Yet this pa-
per aims at enhancing knowledge and awareness
of annotation efforts in sign languages, presently
recognized as under-resourced languages (Joshi
et al., 2020). It sheds light on how the commu-
nity addresses the demands for large, high-quality,
and annotated datasets required for technological
progress.
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A Annotation Example

Below, we provide an sample sentence, “I am not
hard-of-hearing”, produced by two DSGS learn-
ers. In the first version, the sentence was deemed
acceptable because both head and eyebrow move-
ments were executed correctly. In the second ver-
sion, non-manual components are either missing
or used incorrectly (e.g., the head is moved in cor-
respondence with the adjective, not with manual
negation), rendering the sentence incorrect.

Version 1:
shaking head shaking head

(furrowed eyebrows) ||
IX-1 NICHT ++ | SCHWERHOERIG ||
I not hard-of-hearing

Version 2:
shaking head

||
IX-1 NICHT ++ | SCHWERHOERIG ||
I not hard-of-hearing

DE: Ich bin nicht schwerhörig
EN: I am not hard-of-hearing

B Percentage Agreement

A_0 A_1 A_2 A_3 A_4
A_0 -
A_1 68.7 -
A_2 60.7 73.9 -
A_3 54.0 62.6 59.6 -
A_4 51.5 49.0 44.3 46.5 -

Table 4: Raw percentage agreement across evaluators
on Q1, the question about accuracy and completeness
aspect.

A_0 A_1 A_2 A_3 A_4
A_0 -
A_1 97.0 -
A_2 84.3 85.2 -
A_3 96.0 99.0 86.5 -
A_4 66.7 69.4 67.0 70.7 -

Table 5: Raw percentage agreement across evaluators
on Q2, the fluency aspect.

A_0 A_1 A_2 A_3 A_4
A_0 -
A_1 81.8 -
A_2 71.9 76.1 -
A_3 54.0 52.5 53.9 -
A_4 74.7 78.6 67.0 53.5 -

Table 6: Raw percentage agreement across evaluators
on Q3, the question about the clarity aspect.

C iLex Example

In the Figure, we show an example of a DSGS sen-
tence produced by a learner, annotated in iLex. The
columns represents the tiers, namely the features
of Table 1.

D Output Examples

In the following tables, we will display some
prompts and their corresponding generated outputs.
The German versions are presented at the top. The
English translations of the prompts and the gener-
ated outputs were automatically done using DeepL9

(at the bottom).

9https://www.deepl.com/translator

56

https://www.deepl.com/translator


Figure 3: Example of a sentence annotation in iLex, with the transcript name and participant’s face anonymized.

Prompt Output
2 Analysiere Fehler in einem in Deutschschweiz-

erischer Gebärdensprache (DSGS) produzierten
Satz ohne Sprach- oder Satzdetails. Verfasse
eine klare, ganz kurze Erklärung wie für einen
DSGS-Lernenden. Nutze ‚Gebärde‘ statt ‚Zeichen‘,
‚Komponente‘ statt ‚Signale‘. Bitte duzen, Förm-
lichkeiten verzichten. Verzichte auf zusätzliche In-
formationen. Hier sind die Annotationen: Manuelle
Fehler: 1. Glosse SALAT_1A ist akzeptabel, Fehler
in der Handbewegung. Nicht-manuelle Fehler:
Fehler in Augenbrauenbewegung, Mundbild, Mund-
form, Kopfbewegung ist nicht akzeptabel. Problem
auf Satzebene: Kein. Akzeptabilität ganzer Satz:
akzeptabel.

Beim Gebärden des Satzes mit der Gebärde
SALAT_1A ist die Handbewegung nicht ganz richtig.
Achte auch auf deine Augenbrauen, Mundbild,
Mundform und Kopfbewegung – diese sind nicht
korrekt und sollten verbessert werden. Der gesamte
Satz ist trotzdem verständlich.

‘Analyze errors in a sentence produced in Swiss
German Sign Language (DSGS) without language
or sentence details. Write a clear, very short expla-
nation as for a DSGS learner. Use ‘sign’ instead
of ‘sign’, ‘component’ instead of ‘signals’. Please
use first names, avoid formalities. Do without addi-
tional information. Here are the annotations: Man-
ual errors: 1st gloss SALAT_1A is acceptable, error
in hand gesture. Non-manual errors: Errors in eye-
brow movement, mouth image, mouth shape, head
movement is not acceptable. Problem at sentence
level: None. Acceptability of whole sentence: ac-
ceptable.’

‘When signing the sentence with the SALAT_1A
gesture, the hand movement is not quite correct.
Also pay attention to your eyebrows, mouth image,
mouth shape and head movement - these are not cor-
rect and should be improved. The whole sentence
is still understandable.’

Table 7: Example of generated elaborations judged as good explanation by the learner annotators.
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Prompt Output
44 Analysiere Fehler in einem in Deutschschweiz-

erischer Gebärdensprache (DSGS) produzierten
Satz ohne Sprach- oder Satzdetails. Verfasse
eine klare, ganz kurze Erklärung wie für einen
DSGS-Lernenden. Nutze ‚Gebärde‘ statt ‚Ze-
ichen‘, ‚Komponente‘ statt ‚Signale‘. Bitte duzen,
Förmlichkeiten verzichten. Verzichte auf zusät-
zliche Informationen. Hier sind die Annotatio-
nen: Manuelle Fehler: Kein. Nicht-manuelle
Fehler: Fehler in Augenbrauenbewegung, Kopfbe-
wegung ist nicht akzeptabel. Problem auf Satzebene:
Geschwindigkeit oder Fluss des produzierten Satzes.
Akzeptabilität ganzer Satz: akzeptabel.

In deinem Satz in DSGS gibt es ein paar Fehler:
1. Manuelle Fehler: Achte darauf, dass jede
Gebärde korrekt geformt und ausgeführt wird. 2.
Nicht-manuelle Fehler: Deine Augenbrauenbewe-
gung und Kopfbewegung passen nicht zum Inhalt
des Satzes. Diese Komponenten sind wichtig, um
den Satz richtig zu betonen und zu strukturieren.
3. Problem auf Satzebene: Die Geschwindigkeit
oder der Fluss deiner Gebärden ist nicht gleich-
mässig. Versuche, einen natürlichen Rhythmus zu
finden, damit der Satz flüssig wirkt. Obwohl es diese
Fehler gibt, ist der Satz insgesamt akzeptabel. Übe
weiter, um die Genauigkeit zu verbessern!

‘Analyze errors in a sentence produced in Swiss
German Sign Language (DSGS) without language
or sentence details. Write a clear, very short expla-
nation as for a DSGS learner. Use ’sign’ instead
of ’sign’, ’component’ instead of ’signals’. Please
use first names, avoid formalities. Do without addi-
tional information. Here are the annotations: Man-
ual errors: None, non-manual errors: error in 1st
eyebrow movement, head movement is not accept-
able. Sentence level problem: speed or flow of sen-
tence produced. Acceptability of whole sentence:
acceptable.’

‘There are a few errors in your sentence in DSGS:
1. Manual errors: Make sure that each gesture is
formed and executed correctly. 2. non-manual er-
rors: Your eyebrow movement and head movement
do not match the content of the sentence. These
components are important to emphasize and struc-
ture the sentence correctly. 3. problem at sentence
level: the speed or flow of your gestures is not
even. Try to find a natural rhythm to make the sen-
tence flow. Although there are these mistakes, the
sentence is acceptable overall. Keep practicing to
improve accuracy!’

Table 8: Example a of generated hallucination. It includes a manual error (in bold), even though it was not in the
original prompt.
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Prompt Output
4 Analysiere Fehler in einem in Deutschschweiz-

erischer Gebärdensprache (DSGS) produzierten
Satz ohne Sprach- oder Satzdetails. Verfasse
eine klare, ganz kurze Erklärung wie für einen
DSGS-Lernenden. Nutze ‚Gebärde‘ statt ‚Zeichen‘,
‚Komponente‘ statt ‚Signale‘. Bitte duzen, Förm-
lichkeiten verzichten. Verzichte auf zusätzliche In-
formationen. Hier sind die Annotationen: Manuelle
Fehler: Nicht-manuelle Fehler: Fehler in Au-
genbrauenbewegung, ist akzeptabel. Problem auf
Satzebene: Kein. Akzeptabilität ganzer Satz: voll
akzeptabel.

Da keine spezifischen Fehler in den manuellen oder
nicht-manuellen Komponenten angegeben sind und
der Satz als “voll akzeptabel” bewertet wurde, gibt
es nichts zu korrigieren. Deine Gebärden sind kor-
rekt, und die Augenbrauenbewegung ist auch akzept-
abel. Mach weiter so!

‘Analyze errors in a sentence produced in Swiss
German Sign Language (DSGS) without language
or sentence details. Write a clear, very short expla-
nation as for a DSGS learner. Use ’sign’ instead of
’sign’, ’component’ instead of ’signals’. Please use
the first name, avoid formalities. Do without addi-
tional information. Here are the annotations: Man-
ual errors: non-manual errors: error in eyebrow
movement, is acceptable. Sentence-level problem:
None. Whole sentence acceptability: fully accept-
able.’

‘Since there are no specific errors indicated in the
manual or non-manual components and the sen-
tence was rated as “fully acceptable”, there is noth-
ing to correct. Your gestures are correct, and the
eyebrow movement is also acceptable. Keep up the
good work!’

57 Analysiere Fehler in einem in Deutschschweiz-
erischer Gebärdensprache (DSGS) produzierten
Satz ohne Sprach- oder Satzdetails. Verfasse
eine klare, ganz kurze Erklärung wie für einen
DSGS-Lernenden. Nutze ‚Gebärde statt ‚Zeichen‘,
‚Komponente‘ statt ‚Signale‘. Bitte duzen, Förm-
lichkeiten verzichten. Verzichte auf zusätzliche In-
formationen. Hier sind die Annotationen: Manuelle
Fehler: 1. Glosse GESTERN_1A ist akzeptabel,
Fehler in der Aufführungsstelle.2. Glosse ES-
SEN_1A ist nicht akzeptabel, Fehler in der Hand-
bewegung.3. Glosse SCHLECHT_1A ist nicht
akzeptabel, Fehler in der Handbewegung und Auf-
führungsstelle.4. Glosse IX_1A ist akzeptabel,
Fehler in der Handbewegung. Nicht-manuelle
Fehler: Fehler in Augenbrauenbewegung, Mund-
form, ist akzeptabel. Problem auf Satzebene: Kom-
bination der Probleme. Akzeptabilität ganzer Satz:
nicht akzeptabel.

In deinem Satz gibt es einige Fehler: 1. Bei der
Gebärde für “GESTERN” ist die Position, wo du die
Gebärde machst, nicht richtig. 2. Die Gebärde für

“ESSEN” ist nicht korrekt, weil du die Handbewe-
gung falsch machst. 3. Bei “SCHLECHT” machst
du sowohl die Handbewegung als auch die Position
falsch. 4. Die Gebärde, die auf etwas zeigt (IX),
ist okay, aber die Bewegung deiner Hand ist nicht
richtig. Ausserdem hast du einen Fehler bei der
Bewegung deiner Augenbrauen, aber deine Mund-
form ist in Ordnung. Weil diese Fehler zusam-
menkommen, ist der ganze Satz leider nicht akzept-
abel. Achte darauf, die einzelnen Komponenten
der Gebärden und ihre Kombination im Satz zu
verbessern.

‘Analyze errors in a sentence produced in Swiss
German Sign Language (DSGS) without language
or sentence details. Write a clear, very short expla-
nation as for a DSGS learner. Use ’sign’ instead
of ’sign’, ’component’ instead of ’signals’. Please
use first names, avoid formalities. Do without addi-
tional information. Here are the annotations: Man-
ual errors: 1. gloss GESTERN_1A is acceptable,
error in performance part.2. gloss ESSEN_1A is
not acceptable, error in hand movement.3. gloss
SCHLECHT_1A is not acceptable, error in hand
movement and performance part.4. gloss IX_1A is
acceptable, error in hand movement. Non-manual
errors: error in 1st eyebrow movement, mouth
shape, is acceptable. Problem at sentence level:
combination of problems. Acceptability of whole
sentence: not acceptable.’

‘There are a few mistakes in your sentence: 1. in the
gesture for “GESTERN”, the position where you
make the gesture is not correct. 2. the gesture for
“ESSEN” is not correct because you are making the
hand movement incorrectly. 3. for “SCHLECHT”
you are making both the hand movement and the
position incorrectly. 4. the gesture pointing to some-
thing (IX) is okay, but the movement of your hand
is not correct. You also have a mistake in the move-
ment of your eyebrows, but your mouth shape is
fine. Unfortunately, because these errors come to-
gether, the whole sentence is not acceptable. Make
sure to improve the individual components of the
gestures and their combination in the sentence.’

Table 9: Examples of generated elaborations wrongly formulating the errors in the non-manual components.
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Prompt Output
35 Analysiere Fehler in einem in Deutschschweiz-

erischer Gebärdensprache (DSGS) produzierten
Satz ohne Sprach- oder Satzdetails. Verfasse
eine klare, ganz kurze Erklärung wie für einen
DSGS-Lernenden. Nutze ‚Gebärde‘ statt ‚Zeichen‘,
‚Komponente‘ statt ‚Signale‘. Bitte duzen, Förm-
lichkeiten verzichten. Verzichte auf zusätzliche In-
formationen. Hier sind die Annotationen: Manuelle
Fehler: Kein. Nicht-manuelle Fehler: Kein. Prob-
lem auf Satzebene: Kein. Akzeptabilität ganzer
Satz: Kein.

Ohne konkrete Details zum Satz oder den spezifis-
chen Fehlern kann ich keine spezifische Analyse
durchführen. Allgemein gesagt, wenn in einem Satz
in der Deutschschweizerischen Gebärdensprache
(DSGS) Fehler auftreten, können diese in ver-
schiedenen Bereichen liegen: 1. Manuelle Fehler:
Diese betreffen die Ausführung der Gebärden mit
den Händen. Zum Beispiel könnte die Handform,
die Orientierung, die Bewegung oder die Position
im Raum falsch sein. 2. Nicht-manuelle Fehler:
Diese beziehen sich auf Ausdrücke, die nicht mit
den Händen gemacht werden, wie Mimik, Kopfbewe-
gungen oder Körperhaltung, die für die Bedeutung
eines Satzes wichtig sein können. 3. Problem auf
Satzebene: Hier geht es um die Struktur des Satzes,
also wie die Gebärden zusammengesetzt sind. Es
könnte ein Problem mit der Reihenfolge der Gebär-
den geben oder mit der Grammatik der DSGS. 4.
Akzeptabilität ganzer Satz: Dies bezieht sich da-
rauf, wie gut der gesamte Satz verstanden wird.
Selbst wenn einzelne Gebärden korrekt sind, kann
der Satz als Ganzes unklar oder missverständlich
sein. Um Fehler zu vermeiden, achte darauf, dass
jede Komponente der Gebärde korrekt ist, die nicht-
manuellen Signale passend sind, die Satzstruktur
der DSGS entspricht und der Gesamtsatz klar und
verständlich ist.

‘Analyze errors in a sentence produced in Swiss
German Sign Language (DSGS) without language
or sentence details. Write a clear, very short expla-
nation as for a DSGS learner. Use ’sign’ instead
of ’sign’, ’component’ instead of ’signals’. Please
use the first name, avoid formalities. Do without
additional information. Here are the annotations:
Manual errors: None. Non-manual errors: None.
Sentence-level problem: None. Whole sentence
acceptability: None.’

‘Without concrete details about the sentence or the
specific errors, I cannot carry out a specific anal-
ysis. Generally speaking, when errors occur in a
sentence in Swiss German Sign Language (DSGS),
these can be in different areas: 1. Manual errors:
These concern the execution of the gestures with
the hands. For example, the hand shape, orientation,
movement or position in space may be incorrect.
2. non-manual errors: These relate to expressions
that are not made with the hands, such as facial ex-
pressions, head movements or body posture, which
can be important for the meaning of a sentence. 3rd
problem at sentence level: This concerns the struc-
ture of the sentence, i.e. how the gestures are put
together. There could be a problem with the order
of the signs or with the grammar of the DSGS. 4.
acceptability of the whole sentence: This refers to
how well the whole sentence is understood. Even if
individual signs are correct, the sentence as a whole
may be unclear or misunderstood. To avoid errors,
make sure that each component of the gesture is
correct, the non-manual signals are appropriate, the
sentence structure conforms to DSGS, and the over-
all sentence is clear and understandable.’

Table 10: Example of a generated hallucination. This is a completely invented text due to the absence of errors in
the prompt.
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