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Preface by the Program Chairs

The Linked Data in Linguistics (LDL) workshop series has established itself as the premier venue
for discussing the application of Semantic Web technologies to the fields of linguistics, digital
lexicography, and digital humanities (DH).

While recent years have witnessed a steady growth in the adoption of the technology in these
areas, its uptake in other relevant domains, most notably in the case of natural language
processing (NLP), continues to lag behind. This year, aside from embracing the full bandwidth
of applications of LLOD technologies and the closely related area of knowledge graphs in
linguistics, we welcome contributions addressing the application of LLOD technologies to NLP
applications, as well as those dealing with emerging hot topics of future bridges between
structured (linguistic) knowledge and neural methods.

In addition, this year’s edition of the workshop will be a venue for in-depth discussions on
community standards and best practices, and, above all, those related to the work of the W3C
community groups OntoLex,1 LD4LT2 and BPMLOD.3 To this end, it will include featured talks
on the latest achievements, developments, and perspectives of these W3C Community Groups.

This year, we received a total of 19 submissions and accepted 8 of these papers for oral
presentation and a further 7 of these papers for poster presentation. The papers covered
a wide range of topics related to the application of linked data to linguistics. Several papers
covered issues related to lexicography, especially those using the OntoLex-lemon module and
it was applied to many languages including Latin, Bosnian, Croatian, Serbian and Proto-Indo-
European. Further, we had papers examining lexicons for Portuguese borrowings in Asian
languages and the Babylonian Talmud. In addition, several papers looked at extensions to the
OntoLex model and challenges in lexicographic modelling including morphological description
and diachronic analysis.

Several papers have also looked into the wider applications of linguistic linked data and have
highlighted specific challenges in applications to the digital humanities. This includes works
looking at challenges of museum cataloguing, scholarly information extraction and linking
challenges in the humanities. Further, papers looked at the challenge of interoperability around
lexicons through new platforms and online services. Finally, a new challenge was the use
of linked data to connect lexicons with corpora and several papers tackled this challenge, by
proposing new formats for the representation and linking of corpora as well as by extensions to
the OntoLex-lemon model to enable such linking.

In addition to this rich array of papers, the feature talks for the three W3C community groups will
be given by Penny Labrapoulou on the progress of the LD4LT group and Katerina Gkirtzou on
the BPMLOD group. The OntoLex group meeting will focus on the developments of the model
and will be led by Christian Chiarcos.

Overall, this is an exciting programme, reflecting the diversity of the research area and the many
exciting research directions for linked data and its application to linguistic questions.

This workshop is organised in the scope of COST Action CA18209 NexusLinguarum,4 supported
by COST (European Cooperation in Science and Technology).

LDL 2024 Organisation Committee
1Ontology-Lexica Community Group, https://www.w3.org/community/ontolex/
2Linked Data in Language Technology Community Group, https://www.w3.org/community/ld4lt/
3Best Practices in Multilingual Linked Open Data, https://www.w3.org/community/bpmlod/
4https://nexuslinguarum.eu/

iii



Organising Committee

Christian Chiarcos (University of Augsburg, Germany)
Katerina Gkirtzou (Athena Research Center, Greece)
Maxim Ionov (University of Cologne, Germany)
Fahad Khan (Consiglio Nazionale delle Ricerche, Italy)
John P. McCrae (University of Galway, Ireland)
Elena Montiel Ponsoda (Universidad Politécnica de Madrid, Spain)
Patricia Martín Chozas (Universidad Politécnica de Madrid, Spain)

Program Committee

Sina Ahmadi (George Mason University, USA)
Verginica Barbu Mititelu (Research Institute for Artificial Intelligence of the Romanian Academy,
Romania)
Paul Buitelaar (Insight, Ireland)
Sara Carvalho (University of Aveiro, Portugal)
Rute Costa (NOVA FCSH/NOVA CLUNL, Portugal)
Milan Dojchinovski (Czech Technical University, Czech Republic)
Agata Filipowska (Uniwersytet Ekonomiczny w Poznaniu, Poland)
Francesca Frontini (CNR-ILC, Italy)
Frances Gillis Webber (University of Cape Town, South Africa)
Voula Giouli (Athena Research Center, Greece)
Dagmar Gromann (University of Vienna, Austria)
Yoshihiko Hayashi (Waseda University, Japan)
Alik Kirillovich (ex. Higher School of Economics, Russia)
Penny Labropoulou (Athena Research Center, Greece)
Chaya Liebeskind (Jerusalem College of Technology, Israel)
David Lindemann (University of the Basque Country, Spain)
Francesco Mambrini (Università Cattolica del Sacro Cuore, Italy)
Monica Monachini (CNR-ILC, Italy)
Steven Moran (University of Neuchâtel, Switzerland)
Diego Moussallem (Paderborn University, Germany)
Roberto Navigli ("La Sapienza" Università di Roma, Italy)
Petya Osenova (IICT-BAS, Bulgaria)
Ana Ostroški Anić (Institute of Croatian Language and Linguistics, Croatia)
Giulia Pedonese (CNR-ILC, Italy)
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Abstract

This article proposes a linguistic linked open data model for diachronic analysis (LLODIA) that combines data derived
from diachronic analysis of multilingual corpora with dictionary-based evidence. A humanities use case was devised
as a proof of concept that includes examples in five languages (French, Hebrew, Latin, Lithuanian, and Romanian)
related to various meanings of the term revolution considered at different time intervals. The examples were compiled
through diachronic word embedding and dictionary alignment.

Keywords: linguistic linked open data, diachronic analysis, multilingual word embeddings

1. Introduction

In this article, we propose a model and dataset that
bring together two areas of research often consid-
ered separately, linguistic linked open data (LLOD)
and diachronic word embedding. The goal is to
address the question of how to approach semantic
change detection and modelling by combining algo-
rithmic processing with the expressive power of the
Semantic Web formalism (Khan et al., 2022). While
our model and proof of concept were intended to
represent the meaning of words based on corpus
and dictionary evidence, they also served as a
testbed for our ideas and a way of encoding through
structured forms not only the analysis results but
also our own understanding of how words and con-
cepts evolve across language, time and space. The
model called LLODIA (linguistic linked open data
for diachronic analysis) elaborates on existing vo-
cabularies and methods, such as OntoLex-Lemon,
OntoLex-FrAC and the “perdurantist“ approach (Mc-
Crae et al., 2017; Chiarcos et al., 2022a,b; Welty
et al., 2006), and creates wrappers and bridges
between concepts and resources previously not
linked within the diachronic analysis context.

We started from the assumption that embed-
ding results from semantic change analysis need
to be assessed in a unified view against a refer-
ence background. For this purpose, we included
in our modelling both information resulting from
corpus processing and comparison with dictionary
attestations. Our tests mainly consisted of static
word embedding, gensim word2vec (Mikolov et al.,

2013; Rehurek and Sojka, 2010) and fastText (Bo-
janowski et al., 2017), applied to our corpora in five
languages (French, Hebrew, Latin, Lithuanian and
Romanian). Experiments with contextual word em-
bedding implementations such as AllenNLP (Gard-
ner et al., 2018) and ELMo (Peters et al., 2018)
have been applied so far to the Romanian corpus
(Truică et al., 2023).

This paper focuses on the design of the LLODIA
model and proof of concept. Section 2 presents
the methodology devised for the different corpora
in our dataset to build the model and the steps in
the construction of the model itself. Section 3 ex-
plains in more detail the main LLODIA classes and
properties and how the word embedding results
have been modelled using them. In Sections 4 and
5, we discuss modelling examples and queries to
illustrate the usage of the model. Section 6 synthe-
sises our findings and presents some hypotheses
for future work.

2. Methodology

Our method consisted of integrating diachronic
word embedding results into LLOD modelling and
including dictionary- and corpus-based evidence
that referred to word meanings observed or attested
at certain time points and intervals.

2.1. Diachronic Word Embedding
The French dataset contained a selection of about
6.4 million tokens from the National Library of Lux-
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embourg Open Data monograph collection,1 with
a time span from 1690 to 1918. We cut the corpus
into 6 time slices that were chosen based on events
and periods related to the history of Luxembourg
and the rules and policies regarding the use of the
three languages (French, German, Luxembourgish)
in the Grand Duchy.2 These elements were consid-
ered to have an impact on the evolution of language
and word meanings. The corpus was lemmatised
and stopwords were removed. We applied gensim
word2vec (100-dimension vectors, 5-word context
window) to each time slice and cosine similarity
measures to compute lists of neighbours for words
belonging to topics such as socio-political, cultural,
and historical. The word “révolution” was chosen
for LLOD modelling since the different meanings
detected and its potential for cross-language anal-
ysis were considered relevant to the study. The
lexicographic resources used as references were
the CNRTL’s lexical portal3 and Wiktionary.4 The
former offered rich attestation and etymological in-
formation about the analysed term. The latter pro-
vided multilingual information regarding etymology
and translation in the five languages and English
that we used as a pivot.

The Hebrew dataset comprised 76,710 articles,
approximately 100 million word tokens sourced
from the Responsa Project5, spanning from the 11th

century to the 21st century. The corpus was divided
into four time periods, namely the 11th century until
the end of the 15th century, the 16th century, the
17th through the 19th centuries, and the 20th cen-
tury until the present day. These time periods were
selected based on the historical development of
halakhic (Jewish religious laws) rulings (Liebeskind
and Liebeskind, 2020). These advancements were
deemed to influence the evolution of language and
the meanings of words. The Hebrew Responsa
data set underwent minimal pre-processing before
being used with gensim word2vec. The word2vec
model used 100-dimensional vectors and a con-
text window of 5 words. Due to the underwhelming
performance of modern Hebrew POS taggers on
the Responsa dataset (Liebeskind et al., 2012), the
pre-processing step only involved tokenizing the
text based on white spaces. The lexical resources
utilized were Wiktionary and Milog6. The latter pro-
vided an additional meaning of the explored word

1Bibliothèque nationale du Luxembourg (BnL) Open
Data MONOGRAPH TEXT-PACK: https://data.
bnl.lu/data/historical-newspapers/.

2For instance, the invasion of Napoleonic troops
(1795), the Congress of Vienna (1815), the Royal Decree
(1834) stating the official languages, etc.

3https://www.cnrtl.fr/portail/.
4https://www.wiktionary.org/.
5https://www.responsa.co.il/.
6https://milog.co.il/.

that is present in the dataset but was not included
in Wiktionary.

For the experiments on Latin we used LatinISE
(McGillivray and Kilgarriff, 2013), a 13-million token
corpus of Latin texts spanning from the 4th century
BCE to the 21st century CE. We worked on the lem-
matised version of the corpus. We trained a fast-
Text model (Bojanowski et al., 2017) on LatinISE
with 100 dimensions, a context window of 5, and a
minimum frequency count of 5. We used the Dictio-
nary of Medieval Latin from British Sources dmlbs
(Ashdowne, 2016), accessed via the Logeion plat-
form7 to build a sense inventory for revolutio, and
the LatinISE corpus to retrieve the sense attesta-
tions.

For the modelling experiments in Lithuanian, we
used Sliekkas (Gelumbeckaitė et al., 2012) where
the representation of the original spelling is translit-
erated into modern Lithuanian, followed by linguistic
and morphological annotations. The lemmatised
text was used for modelling from a freely accessi-
ble, annotated corpus (ca. 350,000 words) includ-
ing 16th century religious literature and works by
the Lithuanian national poet Kristijonas Donelaitis
(1714–1780). Also for the sense attestations we
used Lietuvių kalbos žodynas8 and to identify the
etymology, we referred to LIETUVIUZODYNAS.lt.9

To detect semantic change in Romanian, a low
resource language, Truică et al. (2023) used two
static word embedding techniques on the RoDICA
corpus.10 The experimental results showed that
Word2Vec Skip-Gram with negative sampling and
Orthogonal Procrustes (SGNS-OP) and Word2Vec
Skip-Gram negative sampling and Word Injection
(SGNS-WI) perform well in detecting semantic
change on small datasets, while contextual word
embeddings such as ELMo work better on larger
datasets and are not suited for languages where
collecting a large dataset can be a problem. Pre-
viously, Gifu (2016a,b) used RoDICA corpus to
analyse topics over time and diachronic similarity
between cognate languages by statistical analysis
of word distribution over epochs. For Romanian,
the RoDICA corpus did not contain any relevant
occurrence of the showcase word “revoluție” (eng.
revolution), thus the modelling using LLODIA only
focuses on dictionary data from the online Explana-
tory Dictionary of the Romanian Language – DEX-
online11. DEXonline acts as a lexical resource that
offers information regarding the etymology and the
different meanings of the target word.

7https://logeion.uchicago.edu/
8http://www.lkz.lt/.
9https://www.lietuviuzodynas.lt/

terminai.
10http://lsplr.iit.academiaromana-is.

ro/resources/detail/7/
11https://dexonline.ro/
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2.2. LLOD Modelling
The LLOD modelling included three main phases.
Given the potential of generative AI (GenAI) and
large language models (LLMs) to produce outputs
in various tasks, such as math problem solving,
coding and creative writing, based on step by step
prompting (Wei et al., 2023; Chen et al., 2023),
a series of prompts have been designed in the
early stage to model in RDF-XML a set of exam-
ples based on the French word embedding results
and dictionary consultation. The aim was to assist
the team with RDF-XML modelling when expert
assistance was not available. Tests with several
GenAI agents were performed and after consider-
ing preliminary results, ChatGPT (OpenAI, 2023;
Bubeck et al., 2023) and Microsoft Copilot (Ortiz,
2023) were selected for this task.

The prompts in the first phase included several
categories. For instance, asking the agents gen-
eral questions about RDF-XML syntax, class and
property generation (Copilot), or to extract exam-
ples from an OntoLex-FrAC article (Chiarcos et al.,
2022a) and express them into RDF-XML (ChatGPT-
4). The RDF-XML format was chosen since XML
was more familiar to the members of the team from
the humanities area and having less experience
with the Turtle language. Another category con-
tained instructions for RDF-XML encoding of (1)
resources (corpus, dictionaries), citations and re-
lated metadata (title, creator, publisher, publication
date, time span), (2) embedding results (vectors,
frequency counts, neighbour lists), and sense dis-
crimination and dictionary alignments derived from
the French use case on the term révolution. The
goal was to create templates that could be used for
the modelling examples in the other languages of
the project.

In the second phase, the results of these con-
versations were analysed and compared with ex-
isting LLOD vocabularies, knowledge reposito-
ries and models, such as Dublin Core, DBPedia,
ontolex, frac, lexicog, lexinfo, vartrans,
lemonEty.12 Then, the observations based on
the French examples were generalised taking into
account the broader LLOD context to define the
classes and properties of the LLODIA model. Oxy-
gen XML Editor13 and Protégé14 were used for cre-
ating, editing and validating the classes, properties
and instances of the OWL-based implementation

12http://www.w3.org/ns/lemon/ontolex#,
http://www.w3.org/ns/lemon/frac#,
http://www.w3.org/ns/lemon/lexicog#, http:
//www.lexinfo.net/ontology/2.0/lexinfo#.
http://www.w3.org/ns/lemon/vartrans#,
http://lari-datasets.ilc.cnr.it/
lemonEty#.

13https://www.oxygenxml.com/.
14https://protege.stanford.edu/

of the model.
Once the ontology and the first examples for

French were created, validated and tested using
the two editors, in the third phase, the model was
enriched with examples in the other languages in-
cluded in the study, and further refined based on
observations and exchanges derived from the en-
coding of the various cases and their particularities.
The following section describes in more detail the
main characteristics of the proposed model.

3. LLODIA model

The main class of the LLODIA model is
LexicalRecord, a wrapper around an
ontolex:Form, which contains temporal in-
formation on when certain linguistic events about
the form were observed. For this purpose a time in-
terval was devised using the dct:Period15 class
was devised, including dct:start and dct:end
properties, to be associated with the record.
LexicalRecord was conceived as a subclass
of frac:Observable referring to entities about
which a series of corpus- and dictionary-based
observations can be documented.

Figure 1 shows the connections of the
class LexicalRecord to other classes. For
instance, the invertible LLODIA properties
form, timeSlice, lexicalConcept, and
isRecordOf link a record with a form, the
time interval in which a series of observations
were performed, a lexical concept and a lexical
chronicle (collection of lexical records). As shown
in the figure, the chronicle contains 9 record
instances, including “r_révolution_1” about the
French form révolution, its frequency observed
in the time slice 1690-1794, and an associated
frac:FixedSizeVector resulting from applying
static word embedding to that corpus segment.

Listing 1: Lexical concept related to a lexical record.
<ontolex:LexicalConcept rdf:about="

lc_révolution_1">
<ontolex:reference rdf:resource="

c_bnlm_fra"/>
<frac:embedding rdf:resource="

neighb_révolution_1"/>
<frac:attestation rdf:resource="

ca_révolution_1"/>
<ontolex:lexicalizedSense rdf:

resource="
d_plex_fra_révolution_n_I.B.2"/>

</ontolex:LexicalConcept>

Further information about the form
was encoded by means of the class
ontolex:LexicalConcept associated with
the lexical record. We considered that lists of

15http://purl.org/dc/terms/.
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Figure 1: LexicalRecord and arc connections to classes (dashed) and individuals (solid) in Protégé.

neighbours and attestations from the corpus can
capture certain aspects of the meaning of the
word corresponding to the observed time period.
Listings 1 and 2 describe the lexical concept
associated with the “r_révolution_1” record, which
refers to a list of neighbours computed through
cosine similarity, a corpus attestation and a
link to a lexical sense provided by a reference
dictionary. Therefore, a LexicalConcept en-
compasses corpus-based evidence (neighbours,
vector/embedding-related information, citation),
while the related LexicalSense encapsulates
dictionary-based evidence (sense, its domain and
meaning explanation, attestation date). Thus,
a record that documents the usage of a form
observed in a certain time interval and corpus
is indirectly connected through concepts to one
or more senses in a reference lexicographical
resource.

Listing 2: Corpus attestation of a lexical concept.
<frac:Attestation rdf:about="

ca_révolution_1">
<ontolex:reference rdf:resource="

c_bnlm_fra"/>
<dct:date>1789</dct:date>
<frac:citation>

<cito:Citation rdf:about="
cc_révolution_1">

<dct:title>L'art de conduire et
regler les pendules ...

</dct:title>
<dct:creator>F. Rosset</dct:

creator>
<dct:publisher>Chez la Veuve de

J. B. Kleber ...
</dct:publisher>
<dbo:country rdf:resource="http

://dbpedia.org/resource/
Luxembourg"/> ...

<rdf:value rdf:datatype="xsd:
string">La roue de longue
tige ou grande moyene fait
une révolution par heure ...

</rdf:value>
<rdfs:comment>p. 13</rdfs:

comment>
<dct:source rdf:resource="https

://viewer.eluxemburgensia.lu
/ark:70795/dqgfr3/pages/17/
articles/DTL612"/>

</cito:Citation>
</frac:citation>

</frac:Attestation>

We defined two types of resources,
Corpus and Dictionary, as LLODIA sub-
classes of dcmitype:Collection and
lexicog:LexicographicResource. They
were utilised to attest word forms and their
meaning in a given time period and space, since
information about the publishers and their location
was also encoded, when available. Corpus

4



attestations were related to lexical concepts
and associated neighbour list, while dictionary
attestations were connected to lexical senses
that were further linked to lexical entries corre-
sponding to the observed forms (integrated as
ontolex:canonicalForm). Translation and
etymological relations across languages were
encoded via vartrans:TranslationSet and
lemonEty:Etymology, inspired by (Abromeit
et al., 2016; Khan, 2018; Khan et al., 2020), and
based on information extracted from multilingual
resources such as Wiktionary or monolingual
dictionaries. We considered that this type of
corpus- and dictionary-based evidence allows the
researcher to document and contextualise word
meanings and their evolution and circulation over
time and space.16

To test these assumptions, we created a set of
interconnected examples for the term revolution
in the six languages included in the study, with
English as a pivot for general explanations of the
sense meanings and descriptions of the process.
When not enough evidence was available from the
corpora, the information from the dictionaries was
used instead. The following sections provide an
overview of the observations encoded as a proof
of concept and a series of queries on the model.

4. Multilingual Proof of Concept

The modelling task has drawn our attention to the
dynamics of association between corpus and dictio-
nary forms that express and record meaning char-
acterisations and their usage over time and space.
The following examples illustrate this aspect from
the perspective of the datasets and languages con-
sidered for analysis.

4.1. French
The results of word embedding on the French cor-
pus indicated that the term révolution occurred 16,
276, 97 and 82 times in four of the six time slices
defined for analysis (1690-1794, 1831-1866, 1867-
1889 and 1890-1918). For the neighbours intended
to be included in the LLODIA encoding, we used
the top 20 most similar words with révolution com-
puted via cosine similarity. We devised a series of
prompts for ChatGPT-4 to assist with the task of se-
lection and alignment with dictionary senses. The
agent was asked to separate the lists into sub-lists
that could most likely be aligned with the senses
of the word révolution according to the CNRTL’s
lexical portal. The process was iterative and in

16The model and proof of concept has been pub-
lished in the Nexus Linguarum GitHub repository
(Armaselu et al., 2024): https://github.com/
nexuslinguarum/llodia/.

subsequent steps the citations extracted from the
four corpus segments were also included in the
prompts. Then, the output of the GenAI agent was
manually checked and the terms from the sub-lists
of neighbours considered most relevant to the cho-
sen senses were selected.

The concept and associated dictionary sense for
révolution assigned to the first time slice of the cor-
pus corresponded to the domain of (1) mechanics
as related to the circular motion of a body around
its axis. The neighbours selected to model this con-
cept included 10 terms, such as moyene, ajouter,
chant, envelopper, corde, tige, with similarity mea-
sures between 0.89 and 0.79, and a citation from
the field of clockwork mechanics describing the
movement of wheels, minute and hour hands. The
attestation date of this sense in the dictionary was
1727, with a citation from a French author, while
the corpus citation was dated 1789 and indicated
a Luxembourgish publisher. The list selected for
the second corpus segment included 6 terms, e.g.,
paraboloïde, polaire, lemniscate, with similarity val-
ues between 0.65 and 0.58, and a citation pertain-
ing to the domain of (2) geometry and the motion
of a geometric form around an axis. The dictionary
and corpus attestations pointed to the years 1799
and 1844, and to a French author and respectively
Belgian publisher for the corpus citation.

A similar procedure was applied for the two other
time intervals. The concepts and dictionary senses
for révolution corresponding to them were related to
the domains of (3) geophysics (natural phenomena
changing the physical characteristics of the Earth)
and (4) politics (sudden overthrow of the political
regime of a nation) for the third segment, and (5)
the French Revolution for the fourth one. The lists
of neighbours selected for these concepts included
terms such as écroulement, plutonien, explosion for
concept (3), nationalité, avènement, fédératif for (4)
and vandalisme, insurrection, insurgé for (5), with
cosine similarity values in the range 0.70 - 0.61,
0.67 - 0.60 and respectively 0.64 - 0.57. The dictio-
nary attestation years for the corresponding senses
indicated 1749, 1636 and 1789, while the corpus
attestation dates that we recorded for the related
concepts were 1883 for (3) and (4), and 1904 for
(5). GenAI prompts were tested for French, and
then for Hebrew and Lithuanian and the outputs
were manually checked and compared with the re-
sults of the evaluation method called LLM-Eval (Lin
and Chen, 2023) applied for these languages.

4.2. Latin
According to the dmlbs (Ashdowne, 2016), the term
revolutio has the following (main) senses: 1. (act
of) rolling back or aside 2. (act of) unrolling or open-
ing (book) 3. act of revolving, circular movement,
revolution (referred to celestial motion or to cyclical
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passage of time); 4. regular and recurring succes-
sion of persons in office, rotation; 5. something
that forms a circular shape, coil, spiral; 6. act of
turning over 7. reflection on, consideration of, go-
ing back over a past event; 8. repetition 9. relapse.
The term is etymologically derived from the verb
revolvo which means ‘to roll back; to unroll, unwind;
to revolve, return’ and is attested from the Classical
era, e.g., in Cicero and Livius, although it becomes
especially frequent in the Augustan period e.g., in
Vergil.17 In the LatinISE corpus (McGillivray and
Kilgarriff, 2013), this lemma occurs 21 times, all in
Medieval and early modern texts. It occurs twice,
within the same sentence, in Problemata Heloissae
cum Petri Abaelardi solutionibus by Peter Abelard
(1110) with the sense 1 (act of rolling back or aside),
referred to the movement of a stone.

The remaining 19 occurrences are found in the
following texts, where revolutio expresses sense
3 (act of revolving, circular movement, revolution,
referred to celestial motion or to cyclical passage
of time): Sermones by Peter Abelard (1110); De
luce seu de inchoatione formarum and De impres-
sionibus aeris seu de prognosticatione by Robert
Grosseteste (1200); Missale Romanum (1570). We
trained fastText embeddings on LatinISE with win-
dow size 5 and minimum frequency count 5, turning
subwords off.18 The first ten closest neighbours
of revolutio in the model (with their associated co-
sine similarity scores) are: vergiliarum ’Pleiades’
(constellation)(0.80), solstitialis ’of the summer sol-
stice or referred to solar revolution’, (0.80), autum-
nale ’autumnal’ (0.79), solstitium ’solstice’ (0.78),
arcticum ’northern, arctic’ (0.77), tricesima ’the thir-
tieth’ (0.77), cente(n)simus ’the hundredth’ (0.77),
semicirculus ’half-circle’ (0.77), sexdecim ’sixteen’
(0.76), octobri ’of october’ (0.76). All the 10 closest
neighbors refer to the semantic field of astronomy,
time calculation, or the motion of rotation and revo-
lution of the Earth around the sun. None of them
pertains to the act of physical rolling motion i.e., the
one illustrated in sense 1 in dmlbs. This is easily
understandable given that this sense occurs only
two times within the corpus, both in the same sen-
tence, and therefore, the model training is affected
by data sparsity.19

As it can be observed from the description of the

17The entries for revolvo and revolutio are not yet avail-
able in the most comprehensive Latin lexicographic re-
source, the monolingual dictionary Thesaurus Linguae
Latinae (Thesaurus-Kommission, 1900–), therefore we
relied on the definitions and attestations provided in other
Latin dictionaries.

18Tests with a higher minimum count and wider win-
dows (10 to 50) led to unsatisfactory results. We turned
subwords off in order to avoid getting ortographically
similar words among the closest neighbours.

19Extending the number of closest neighbours to 20
did not improve the results.

occurrences of revolutio in the corpus, senses 1
and 3 are both attested for the first time in the cor-
pus in 1110 (in the two texts by Peter Abelard). This,
combined with the limited number of occurrences
of revolutio with sense 1, has made it impossible to
achieve satisfactory results when applying fastText
on the corpus divided into smaller time spans.

4.3. Hebrew
Wiktionary defines the term in Hebrew הכפהמ (rev-
olution) as having the following meanings: 1. A
historical event that significantly altered the trajec-
tory of a specific nation or the course of human
civilization as a whole. This could include revolu-
tionary events like a technological revolution, such
as the advent of the printing press, or a political
upheaval like the French Revolution, which resulted
in the overthrow of absolute monarchy. 2. Biblical
terminology: destruction. 3. Derived from 2: chaos,
commotion, a state of evident disarray. The Milog
dictionary proposes an additional meaning for the
word (4): Full restoration, altering the current ar-
rangement and routines. The term has occurred
in three distinct periods of the Responsa corpus
(1st, 3rd, and 4th), each time in varying contexts.
We obtained the 30 most closely related terms to
the term הכפהמ for each of the time periods. We
manually chose 10 neighboring terms, excluding
non-informative words that cannot be understood
without context.

By examining the chosen terms, we assigned
the most prevalent sense to each time period. The
first period was assigned the fourth sense, as
indicated by terms such as תועטהמ (by the mis-
take)(0.72), ןורסיחה (the disadvantage)(0.71), and

הבעותה (the abomination)(0.698). These were pri-
marily utilized in a religious context. The first sense
has been assigned to the third and fourth periods.
The third period is characterized by words such
as ונגרהיו (and they killed us)(0.71), הסנואל (to rape
her)(0.66) and תונזהש (that the prostitution)(0.65),
which convey the themes of war and tragedy. This
aligns with the historical periods of the French cor-
pus, as it reflects the pogroms that Jews experi-
enced during this period. The fourth period is char-
acterized by neighboring words that are prominent
in the context of medical and industrial revolutions,
such as האייחה (resuscitation)(0.65), תונוכממ (from
machines)(0.646) and היגולוטאפ (pathology)(0.645).

It is important to observe that word2vec, as a
non-contextualized approach, primarily provides
terms that commonly occur in similar contexts as
the given word. However, frequently, these con-
texts may not necessarily indicate the right sense
of the word, even when used in the most prominent
context. Moreover, on certain occasions, the word
itself may be used in a manner that is outdated,
conveying a meaning that is not explicitly defined in
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the dictionary. For instance, a sentence extracted
from the fourth period states: תסבוכהמצעבהנוכמה

הנוכמבהסיבכההשענהזי``עוהכפהמלמשחהשהמבהסיבכה

םדאי''עאלוהמצעמ (The machine itself washes the
laundry as the electricity turns it and by this the
washing is done in the machine by itself and not by
a person). The context of this sentence is certainly
related to an industrial revolution. However, the
word הכפהמ means turn which is not a direct sense
of the word in the dictionary and is kind of archaic
way to express the act of “turning” ( הכיפה ).

4.4. Lithuanian
For the modelling experiments related to the
etymology of revolution, in Lithuanian we used the
attestation of the dictionary LIETUVIUZODYNAS.lt
which shows that revoliucija comes from Latin
revolutio. Another dictionary, Lietuvių kalbos
žodynas, identifies that the word was first men-
tioned in Lithuanian texts in the 19th century. Rely-
ing on the dictionary the word has two meanings:
1. staigus prievartinis politinės valdžios nuvertimas,
sukeliantis esminius visuomenės pakitimus (a sud-
den, forcible overthrow of political power, causing
fundamental changes in society); 2. kokybinis
raidos pakeitimas (qualitative change of develop-
ment).

4.5. Romanian
For the Romanian language, we used the
DEXonline digital dictionary to determine the
etymology and the different meanings of the word
revoluție (en. revolution). According to this dictio-
nary, the etymology of the word revoluție comes
from three terms, i.e., the Latin term revolutio,
the French term révolution, and the German term
Revolution. The term revoluție has the following
main senses: 1) a fundamental change in the val-
ues, political institutions, social structure, leaders,
and ideologies of a society (in the philosophy field);
2) revolt, uprising; 3) a radical change or transfor-
mation in a certain field; 4) a continuous periodic
motion of a body following a closed curve; 5) the ro-
tational motion of a body around a fixed straight line
(geometry); 6) the motion of a body that travels a
fixed curve (physics); and 7) the geological change
of the Earth’s crust.

5. Queries

Once the conception of our model was stabilised
and examples in all five languages were produced,
we wanted to check the functionality of the LLODIA
model through queries. For this purpose, we have
chosen Vocbench20 that included a SPARQL query

20https://vocbench.uniroma2.it/.

editor.
Our intention was to test whether temporal as-

pects can be included in the queries to allow for
time-based comparison across languages. List-
ing 3 illustrates how lexical records corresponding
to a certain time interval can be retrieved from the
model. In this case, four records, one from the He-
brew, and the other from the French dataset were
retrieved.

Listing 3: Lexical record by time slice (Vocbench
SPARQL).
PREFIX ...
SELECT DISTINCT ?lex_record ?t_start ?

t_end WHERE {
?lrecord rdf:type llodia:

LexicalRecord .
...
?tslice rdf:type dct:Period .
?lrecord llodia:timeSlice ?tslice .
?tslice dct:start ?t_start .
?tslice dct:end ?t_end .

FILTER (?t_start >= "1600-01-01" && ?
t_end <= "1900-12-31")}

Results count: 4
lex_record t_start t_end
"r_mahapehá_3" "1601-01-01" "1900-12-31"
"r_révolution_1" "1690-01-01"

"1794-12-31"
"r_révolution_2" "1831-01-01"

"1866-12-31"
"r_révolution_3" "1867-01-01"

"1889-12-31"

Another element that seemed relevant to us in
the context of diachronic analysis was the retrieval
of attestation dates and places, to get an idea about
when and where certain pieces of knowledge were
produced. Listing 4 displays two dictionary and
two corpus attestations, with their respective dates
and place of publication for citations of the terms
revolutio and revolution in Latin, Lithuanian, French
and Hebrew and two time intervals.

Listing 4: Dictionary and corpus attestation by date
and publisher place (Vocbench SPARQL).
PREFIX ...
SELECT DISTINCT ?attestation ?att_date ?

pub_place WHERE {
?att rdf:type frac:Attestation .
...
?att dct:date ?att_date .
?cit rdf:type cito:Citation .
?att frac:citation ?cit .
?cit dbo:country ?pl .
...

FILTER ((?att_date >= "1150" && ?
att_date <= "1180") || (?att_date >=

"1890" && ?att_date <= "1920"))}
Results count: 4
attestation att_date pub_place
"da_revolutio_2" "1157" "England"
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"da_revoliucija_n_1" "1894" "Lithuania"
"ca_révolution_4" "1904" "Luxembourg"
"ca_mahapehá_4_2" "1917" "Israel"

The query from listing 5 explores the possibility of
finding similar domains across different languages,
in which the various meanings of the retrieved terms
were observed. The results display the domains
of mechanics and astronomy and corresponding
dictionary senses and their explanations in English
for French, Latin and Romanian.

Listing 5: Sense by subject (Vocbench SPARQL).
PREFIX ...
SELECT DISTINCT ?lex_sense ?subj ?expl

WHERE {
?ls rdf:type ontolex:LexicalSense .
?ls dct:subject ?ls_subj .
?ls rdfs:comment ?expl.
...

FILTER ((?subj = "Mechanics" || ?subj =
"Astronomy") && LANG(?expl)="eng")}

Results count: 3
lex_sense subj expl
"d_plex_fra_révolution_n_I.B.2" "

Mechanics" "Circular motion of a
body around its axis."@eng

"d_dmlbs_lat_revolutio_n_3.bc" "
Astronomy" "Act of revolving,
circular movement, revolution (w.
ref. to celestial motion and to
cyclical passage of time)."@eng

"d_dex_ron_revoluție_n_3" "Mechanics" "
Circular motion of a body around its

axis."@eng

Translation relations can also be interrogated as
illustrated in listing 6 that provides the translation
of the French word révolution in English, Hebrew,
Lithuanian and Romanian.

Listing 6: Translation (Vocbench SPARQL).
PREFIX ...
SELECT DISTINCT ?source ?target WHERE {

?trans_set rdf:type vartrans:
TranslationSet .

?trans_set vartrans:source ?s_form.
?trans_set vartrans:target ?t_form.
?s_form rdf:value ?source .
?t_form rdf:value ?target .

FILTER (LANG(?source) = "fra")}
Results count: 4
source target
"révolution"@fra "revolution"@eng
"révolution"@fra " הכפהמ mahapehá"@heb
"révolution"@fra "revoliucija"@lit
"révolution"@fra "revoluție"@ron

Finally, listing 7 presents a query about the ety-
mons of the various forms stored in the model. The
results show the common Latin root revolutio for
revolution in French, Lithuanian and Romanian, the
etymon of this root in Latin, and a different origin

for Hebrew. Additional etymons are displayed for
Romanian, the French form révolution and German
Revolution. Etymological chains can be inferred,
e.g., between the French, Lithuanian and Roma-
nian forms, and the Latin revolutio and its etymon
revolvō. It should be noted that both the translation
and etymological relations were defined at the level
of forms but other approaches, considering for in-
stance connections at the sense level or complex
etymological relations, can be imagined as well.
These aspects are currently under study.

Listing 7: Etymology (Vocbench SPARQL).
PREFIX ...
SELECT DISTINCT ?form ?etymon
WHERE {

?frm rdf:type ontolex:Form .
?etm rdf:type lemonEty:Etymology .
?etym rdf:type ontolex:Form .
?frm lemonEty:etymology ?etm .
?etm llodia:etymon ?etym .
?frm rdf:value ?form .
?etym rdf:value ?etymon .

}
Results count: 7
form etymon
"révolution"@fra "revolutio"@lat
" הכפהמ mahapehá"@heb " ךפה hapah"@heb
"revoliucija"@lit "revolutio"@lat
"revolutio"@lat "revolvō"@lat
"revoluție"@ron "révolution"@fra
"revoluție"@ron "revolutio"@lat
"revoluție"@ron "Revolution"@deu

Our assumption was that this type of model can
capture some of the complexities of the linguistic
phenomenon of change in meaning over time and
space, and across languages. Although the proof
of concept contained a limited number of examples
and was affected by data sparsity in some cases, it
showed that interconnections can be built between
time- and space-aware representations based on
multilingual and varied types of resources. The sets
of neighbours and corpus citations could provide
insights into the contexts where a form occurred.
The senses and attached domains could enable
inferences about how the corresponding meanings,
recorded by reference sources and reflecting the
accepted usage by the community in a certain pe-
riod of time, were possibly transmitted from one
language to the other, evolved independently or
influenced each other across linguistic and cultural
borders, or disappeared.

6. Conclusion and future work

In this article, we proposed a LLOD model for di-
achronic analysis (LLODIA) and a proof of concept
in five languages (French, Hebrew, Latin, Lithua-
nian, Romanian, with English as a pivot) for the term

8



revolution. We argue that a combination of corpus
and dictionary evidence on the evolution of word
meanings and its modelling in a structured format
can provide a richer basis for analysing multilingual
diachronic phenomena than each part alone. For
this purpose, we used word embeddings computed
on diachronic corpora, reference dictionaries and
existing Semantic Web vocabularies, and created
new classes and properties when the elements
needed for our investigation were not available.

We used a set of queries to test the capabilities
of the LLODIA model to express and support infer-
ences based on time and space dimensions and
interconnections across languages. While simple
translation and etymological relations at the level of
forms were considered at this stage, further enquiry
is intended for more complex cases that require
sense-level interrelations or etymological chains.

We designed LLODIA as a small-scale model
and proof of concept that may serve as a starting
point for other projects that combine NLP and LLOD
methods to detect and represent change of mean-
ing over time, space and across several languages.
It can also be imagined as a larger lexicographic
project based on interoperability with other vocabu-
laries and expanded as an online resource aggre-
gator that may be enriched, queried and reasoned
upon by various contributors. However, for this
type of interaction a dedicated infrastructure would
be needed, which is a subject matter that needs
additional study and examination.
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Abstract
The development of ontologies in various languages is attracting attention as the amount of multilingual data
available on the web increases. Cross-lingual ontology matching facilitates interoperability amongst ontologies
in different languages. Although supervised machine learning-based methods have shown good performance
on ontology matching, their application to the cross-lingual setting is limited by the availability of training data.
Current state-of-the-art unsupervised methods for cross-lingual ontology matching focus on lexical similarity between
entities. These approaches follow a two-stage pipeline where the entities are translated into a common language
using a translation service in the first step followed by computation of lexical similarity between the translations
to match the entities in the second step. In this paper, we introduce a novel ontology matching method based
on the fusion of structural similarity and cross-lingual semantic similarity. We carry out experiments using 3
language pairs and report substantial improvements in the performance of the lexical methods thus showing the
effectiveness of our proposed approach. To the best of our knowledge, this is the first work that tackles the problem
of unsupervised ontology matching in the cross-lingual setting by leveraging both structural and semantic embeddings.

Keywords: cross-lingual ontology matching, cross-lingual semantic similarity, lexical similarity

1. Introduction

An increasing amount of multilingual data on the
web has led to the development of ontologies in
different languages. Ontologies are used to en-
able the sharing of information across different sys-
tems (Davies et al., 2002; Beydoun et al., 2011;
Elmhadhbi et al., 2021). Furthermore, the adoption
of ontologies as databases across domains has
also attracted attention (Pankowski, 2023). These
applications motivate the development of tools that
allow semantic interoperability of ontologies across
a wide range of languages. Identifying correspon-
dences between ontologies in different languages
is called Cross-lingual Ontology Matching (CLOM)
(Ibrahim et al., 2023). Cross-Lingual Ontology
Matching has the potential to contribute to various
areas such as ontology enrichment, peer-to-peer
information sharing, and linked data. Despite these
potential applications CLOM has largely been an
unexplored research problem. Therefore, more ef-
forts from the research community towards building
flexible CLOM systems are needed.

In recent times, deep learning based methods
have achieved good results on ontology matching
(Iyer et al., 2020; Li et al., 2019b; He et al., 2022).
However, these methods are dependent on large
amounts of training data which are not available in
cross-lingual scenarios. To tackle this challenge
we present an unsupervised ontology matching ap-
proach for CLOM. The proposed approach uses a
state-of-the-art text embedding model to embed the
concept descriptions into low-dimensional vectors

which are then used to compute semantic similar-
ity. Structural similarity between source and tar-
get concepts is an integral part of the proposed
approach. We leverage the semantic similarity be-
tween source and target concepts to generate ref-
erence alignments. These reference alignments
are used to learn structural embeddings for each
concept in source and target ontologies. The se-
mantic and structural embeddings are then used
to calculate a weighted similarity to find equivalent
entities in two ontologies. The main contributions
of this work can be summarized as follows:

• Our experiments reveal that a weighted com-
bination of semantic and structural similarity
achieves performance gains over lexical simi-
larity measures.

• We evaluate our method on 3 language pairs
to demonstrate its extensibility.

• The proposed approach does not require man-
ually labeled alignment data and thus is suit-
able for application in data-scarce scenarios.

The paper is organized as follows: Section 2
discusses the related works, Section 3 describes
the methodology, the experiments are described in
Section 4, the results are discussed in Section 5.
The conclusion is given in Section 6. The limitations
have been discussed in Section 7.
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2. Related Work

Cross-lingual Ontology Matching. Traditionally,
CLOM approaches involve translation of the con-
cepts into a common language (usually English)
followed by calculation of lexical similarity to identify
equivalent concepts. Following this paradigm Fu
et al. (2010) propose a CLOM approach that selects
the appropriate translation from amongst multiple
translations generated by their system based on
synonym-based matching with the entities in the
target ontology. Furthermore, to resolve conflicts in
alignments their system relies on the similarity of
1-hop neighbours of the entities from source and
target ontologies. The translation in Ibrahim et al.
(2019) follows a similar approach where they select
candidate translations based on similarity to target
concepts. Their system outperforms the state-of-
the-art systems on the Ontology Alignment Evalu-
ation Initiative (OAEI)1 2018 benchmark. Ibrahim
et al. (2020) introduced MULON, a modularized
CLOM system based on lexical and semantic simi-
larity. The alignments are computed using a com-
bination of both similarities. They use Jaccard for
lexical similarity and WordNet path-based matching
for semantic similarity.

MoMatch (Ibrahim et al., 2023) is based on
lexical similarity of translated entities computed
using metrics such as Jaccard (Jaccard, 1901),
Levenshtein (Levenshtein et al., 1966), Jaro (Jaro,
1989) and Jaro-Winkler (Wang et al., 2017). The
translation is carried out using the Yandex transla-
tion API and they improve upon the performance
of the state-of-the-art methods for CLOM from
the OAEI 2020 benchmark. Sharma and Jain
(2023) achieve the best results on the MultiFarm
dataset (Meilicke et al., 2012) at OAEI 2023. Their
method uses Levenshtein-based similarity of
translated concepts and WordNet-based synonym
matching to align concepts. Machine learning
based methods have also been explored for
CLOM; Spohr et al. (2011) use a small amount of
manually aligned concepts to train a SVM with 20
string-based features and 22 structural features
for CLOM. Gracia and Asooja (2013) leverage
artificial neural networks (ANNs) to calculate
similarity between source and target concepts
using manually designed features.
Unsupervised Entity Alignment. Ontologies are
graph structures that describe hierarchies between
concepts within a domain (Zhapa-Camacho and
Hoehndorf, 2023). Therefore, ontology matching is
fundamentally similar to the task of entity alignment
across knowledge graphs. Unsupervised and
self-supervised methods have been proposed
for aligning entities in data-scarce scenarios.
Liu et al. (2022a) propose a self-supervised

1http://oaei.ontologymatching.org/

training objective based on contrastive learning for
entity alignment. To generate reference training
alignments they use semantic similarity between
concept descriptions from the source and target
ontologies. The descriptions are encoded using
LaBSE (Feng et al., 2022) and graph attention
network (Velickovic et al., 2018) is used to learn
structural embeddings using a self-supervised
training objective based on noise-contrastive
estimation (Gutmann and Hyvärinen, 2010). Tang
et al. (2023) pose entity alignment as an optimal
transport problem and report good results. In par-
ticular, they calculate fused Gromov-Wasserstein
distance (Vayer et al., 2019) to minimize the
distance between entities. Mao et al. (2021)
formulate the ontology matching problem as a
minimum sum assignment problem. The optimal
assignments are calculated using the Hungarian
(Kuhn, 1955) and Sinkhorn algorithms (Sinkhorn,
1964). Graph convolutional networks (GCN) (Kipf
and Welling, 2017) have also been used to capture
structural information. Zeng et al. (2021) use
GCN to compute structural similarity between
concept nodes in source and target ontologies.
Textual similarity is computed using a weighted
combination of Levenshtein similarity and cosine
similarity of averaged word vectors. A weighted
combination of structural and textual similarity is
compared against a fixed threshold to align entities.

3. Methodology

We propose a framework for unsupervised cross-
lingual ontology alignment. As discussed in Sec-
tion 2, approaches based on lexical similarity have
achieved state-of-the-art (SOTA) results on CLOM
tasks. To demonstrate the effectiveness of our ap-
proach we compare it against 5 lexical similarity
measures.

3.1. Task Formulation
The source and the target ontologies O1 and O2

respectively are inputs to the proposed CLOM sys-
tem. The task of cross-lingual ontology matching
is defined as finding aligned concepts between the
ontologies. i.e.,

ϕ = {(a, b)|a ∈ C1, b ∈ C2, a ↔ b},
where C1 and C2 refer to the concept sets in O1

and O2, respectively, a ↔ b represent alignment
between source and target concepts i.e., a and b
refer to the same object in the real world. In this
paper, we focus on unsupervised cross-lingual on-
tology matching i.e., source and target concepts
belong to different languages and there is no la-
beled alignment data available.
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Figure 1: The source and target ontologies are inputs to our proposed CLOM framework in which we
leverage both semantic and structural similarity of concepts to align the candidate nodes.

3.2. Concept Alignment

We hypothesize that aligned concepts in the source
and target ontologies would have similar textual
descriptions. This hypothesis postulates that the
cosine similarity of text embeddings obtained from
concept descriptions is positively correlated with the
likelihood of the concepts being aligned/matched.
Similar ideas have been explored by various super-
vised, semi-supervised, and self-supervised knowl-
edge graph entity alignment approaches (Liu et al.,
2022b; Wu et al., 2019; Chen et al., 2017; Tang
et al., 2020). Here we leverage LaBSE (Feng et al.,
2022), a multilingual model pre-trained on 109 lan-
guages for generating cross-lingual embeddings
for the concepts in the source and target ontolo-
gies. Cosine similarity between the normalized
embeddings is computed as a measure of seman-
tic similarity between the corresponding concepts.
Semantic similarity in the multilingual space is then
leveraged for generating seed alignments between
the input ontologies.

Ontologies are fundamentally graphs that rep-
resent concept hierarchies within a domain. In
addition to textual descriptions, structural embed-
dings of the concepts in question can also consti-
tute an important factor in determining alignment.
Concept nodes with similar neighbourhoods are
more likely to be aligned. We carry out experi-
ments with various graph embedding approaches
such as node2vec (Grover and Leskovec, 2016),
Graph Convolutional Networks (Kipf and Welling,
2017, GCN), RGCN (Schlichtkrull et al., 2018) and
TransE (Bordes et al., 2013) to learn embeddings
for concept nodes. However, comparisons using
embeddings learned on the two input ontologies
independently are not meaningful as the embed-

dings would reside in two different vector spaces.
Therefore, we leverage the seed textual alignments
to consider source and target ontologies together
as a graph and learn structural embeddings for all
concept nodes in both ontologies. We employ two
strategies for seed alignment for this task. In the
first strategy, we select only those concept node
pairs as alignments where the source and target
concept node descriptions are semantically mutual
nearest neighbours of each other. In the second
strategy, we calculate the semantic similarity scores
of all source and target concept pairs. The top-k
most similar concept pairs are selected as seed
alignments. We experiment with k=1,3,5,7 to quan-
tify variation in performance as the number of seed
alignments changes. To generate structural embed-
dings we train the node2vec model using the self-
supervised loss defined by Grover and Leskovec
(2016). RGCN and TransE are trained using a mar-
gin ranking loss (MR) based on negative sampling2.
The seed alignments are used as training data for
training the GCN model using the training objective
given in Equation 1

L =
∑

(a,b)∈S

∑

(a′,b′)∈S′

[d(a, b) + γ − d(a′, b′)]+ (1)

where [·]+ = max{0, ·} and (a, b) denotes a labeled
concept pair from the training data. The set S′

(a′, b′) represents negative concept pairs obtained
by corrupting (a, b) using nearest neighbor sam-
pling (Li et al., 2019a). The embeddings of the
source and target concepts learned by GCN are
denoted as a and b, respectively. The distance func-

2https://pykeen.readthedocs.io/en/
stable/reference/training.html
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tion measuring the distance between two embed-
dings is represented by d(·, ·). The hyper-parameter
γ serves to separate positive samples from neg-
ative ones. Structural similarity between concept
nodes is calculated using the cosine similarity of
normalized structural embeddings generated by
the graph embedding models.

Algorithm 1: The proposed algorithm com-
bining semantic and structural similarity for
ontology matching
Data: Source Ontology, O1, Target Ontology,

O2

Result: Aligned node pairs ϕ̂
1 Strategy 1: Select seed set S1 by choosing

concept node pairs (c1, c2) where c1 ∈ O1

and c2 ∈ O2 and descriptions of c1 and c2
are semantically mutual nearest neighbors
of each other;

2 Strategy 2: Calculate semantic similarity
scores for all source and target concept
pairs (c1, c2) where c1 ∈ C1 and c2 ∈ C2 ;

3 Select the top-k most similar concept pairs
as seed set S for experiments with
k = 1, 3, 5, 7;

4 Construct joint graph Gjoint by combining O1

and O2 using S as reference alignments
between the graphs;

5 Learn structural embeddings for concept
nodes in Gjoint using one of the methods
defined in Section 3.2 ;

6 The combination of structural and semantic
similarities SimCombined is calculated using
the Equation 2 as a measure of their
alignment;

7 Output the aligned concept pairs according
to Equation 3;

OP DP Concept Classes
cmt 49 10 30

confOf 13 23 39
sigkdd 17 11 50

conference 46 18 61

Table 1: Dataset statistics: The number of Object
properties (OP), Data Properties (DP), and Con-
cept classes in each ontology. For our experiments,
only concept classes are considered.

Finally, as discussed above both structural and
semantic similarity are positively correlated with
the likelihood of alignment. Therefore, we use a
weighted combination of both these measures to
assign a final similarity score to a pair of concepts
from the source and target ontologies as shown in

Equation 2.

SimCombined = α · Simstr + (1− α) · Simsem (2)

where Simstr is the structural similarity between
concept nodes calculated using cosine similarity
of normalized structural embeddings, Simsem is
the semantic similarity of source and target con-
cept node description calculated using the embed-
dings output by LaBSE. The concept pairs where
SimCombined is greater than a fixed threshold θ are
considered to be aligned.

ϕ̂ = {(c1, c2) | c1 ∈ C1, c2 ∈ C2,

Simcombined(c1, c2) > θ}
(3)

where the ϕ̂ is the set of all aligned concept pairs
(c1, c2) where C1 is the set of all concepts in source
ontology and C2 is the set of all concepts in target
ontology and θ is the fixed threshold. The algorithm
for the aligning source and target concept nodes
has been described in Algorithm 1.

4. Experiments

4.1. Dataset
We carry out experiments on 3 ontology pairs
(cmt-confOf, conference-confOf, and conference-
sigkdd) across 3 language pairs (German-English,
German-French, and English-French) of the Multi-
farm dataset (Meilicke et al., 2012). The MultiFarm
dataset is a benchmark for multilingual ontology
matching. It is used to evaluate the ability of sys-
tems to deal with ontologies in different languages.
It consists of a set of 7 ontologies related to confer-
ences. The dataset was derived by translating the
OntoFarm dataset (Zamazal and Svátek, 2017) into
9 languages: Chinese, Czech, Dutch, French, Ger-
man, Portuguese, Russian, Arabic and Spanish.
The dataset statistics are given in Table 1.

4.2. Baselines
As discussed in Section 2, lexical string similarity
measures constitute the core part of most state-
of-the-art CLOM systems. Therefore, to evaluate
the proposed approach we compare it to 5 lexi-
cal similarity measure commonly used in the lit-
erature, namely: Jaccard (Jaccard, 1901), Leven-
shtein (Levenshtein et al., 1966), Jaro (Jaro, 1989),
Jaro-Winkler (Wang et al., 2017) and Tversky (Tver-
sky, 1977). Since the baselines compute lexical
similarity, we translate the source and target entities
to English before using these methods. In our ex-
periments, we have used MetaAI’s state-of-the-art
NLLB model (Costa-jussà et al., 2022) to translate
the source and target concepts. In particular, we
use a distilled 600M parameter version of the model
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γ Epochs Learning
rate

Walk
length

# of walks Batch
size

GCN 3.0 1000 1e-5 _ _ 1
node2vec _ _ _ 30 200 _
RGCN 3.0 100 _ _ _ 2
TransE 3.0 100 _ _ _ 2

Table 2: The hyperparameters used during training. The value of γ has been chosen based on prior
work on knowledge graph entity alignment by Zeng et al. (2021). The default learning rate scheduler in
pyKEEN is used for training RGCN and TransE. We set the other hyperparameters through empirical trial
and error.

nllb-200-distilled-600M to limit the computational
resources needed for inference.

4.3. Experimental Setup
As discussed above, to establish the effectiveness
of our approach we carry out experiments on 3 on-
tology pairs across 3 languages. In the first step
semantic similarity between source and target con-
cepts is calculated to establish seed alignments be-
tween the ontologies. As discussed in Section 3.2
experiments are carried out with node2vec, GCN,
RGCN, and TransE for the structural embeddings.
The hyperparameters used during training are listed
in Table 2. Furthermore, for our experiments, we
empirically set the similarity threshold θ to 0.80. We
carry out experiments with different values of α to
ascertain the relative importance of both similarity
measures for achieving good task performance.

4.4. Implementation Details
To ensure reproducibility we have used open-
source libraries in our implementation. The on-
tologies were pre-processed using RDFlib3. We
used Hugging Face4 to implement the transla-
tion pipeline for the baseline methods and calcu-
late semantic similarity5 between the source and
target concepts. GCN was implemented using
Torch Geometic6. The node2vec algorithm was
implemented using node2vec library7. TransE and
RGCN were implemented using PyKEEN library8.

5. Results

Our main experimental results can be found in Ta-
ble 3. It is important to note that semantic similarity

3https://rdflib.readthedocs.io/en/
stable/

4https://huggingface.co/
5We used setu4993/LaBSE model from then hugging

face repository to generate cross-lingual text embeddings
6https://pytorch-geometric.readthedocs.

io/en/latest/
7https://pypi.org/project/node2vec/
8https://pykeen.readthedocs.io/en/

stable/

using embeddings from LaBSE outperforms lexi-
cal similarity baselines in almost all cases on the
F1-score, often by large margins in the range of
approximately 1-40%. On the conference-sigkdd
dataset node2vec-NN (NN implies node2vec with
mutual nearest neighbour seed alignment strat-
egy) has the best performance and achieves an
average F1-score of 61.5% over all the language
pairs. Similarly on the conference-confOf ontol-
ogy pair node2vec-NN has the best performance
on German-English and German-French datasets.
However, on the English-French dataset, Jaro simi-
larity outperforms all other methods. We also note
that the TransE-NN based alignment approach out-
performs the lexical methods in most cases but
substantially lags behind node2vec-NN in all cases.
The other two graph embedding methods namely
GCN-NN and RGCN-NN have relatively bad perfor-
mance and are outperformed by the lexical base-
lines in most cases. These observations indicate
that using semantic similarity is a better alternative
than lexical similarity for ontology matching. This
result is not surprising as the semantic similarity
is based on similarity of "meaning" whereas lexi-
cal similarity is based on overlap of surface forms
and is dependent on the translations. Furthermore,
the good performance of node2vec-NN also estab-
lishes the effectiveness of the proposed framework
for ontology matching where we combine structural
similarity with semantic similarity using a weighted
combination. We attribute the relatively bad perfor-
mance of GCN and RGCN models to the smaller
size of the graph (≈ 100 nodes in source and target
ontologies combined) leading to ineffective learning
of node representations.

The results reported in Table 3 use θ = 0.80.
We recognize that fixed thresholds for alignment
identification may lead to sub-optimal performance
where a particular similarity threshold might not be
optimal for all datasets. Higher thresholds might
lead to a larger number of false negatives and a
smaller threshold might lead to a larger number of
false positives on different datasets. As demon-
strated in Figure 2, these fluctuations might also
have an impact on the overall performance.

Overall, the results indicate that incorporating
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cmt-confOf
German-French German-English English-French

Precision/Recall/F1 Precision/Recall/F1 Precision/Recall/F1
Jaro 66.6/44.4/53.3 66.6/44.4/53.3 50.0/20.0/28.5

Jaro-Winkler 44.4/57.1/50.0 66.6/75.0/70.5 50.0/55.5/52.6
Levenshtein 100.0/40.0/57.1 100.0/50.0/66.6 100.0/30.0/46.1

Jaccard 80.0/44.4/57.1 85.7/66.6/75.0 75.0/33.3/46.1
Tversky 41.6/62.5/50.0 43.7/87.5/58.3 33.3/42.8/37.5
LaBSE 83.3/50.0/62.5 83.3/55.5/66.6 66.6/60.0/63.1

LaBSE + node2vec-NN 100.0/50.0/66.6 100.0/55.5/71.4 71.4/50.0/58.8
LaBSE + GCN-NN 71.4/55.5/62.5 62.5/55.5/58.8 63.6/70.0/66.6

LaBSE + TransE-NN 100.0/50.0/66.6 100.0/50.0/66.6 100.0/50.0/66.6
LaBSE + RGCN-NN 100.0/22.2/36.3 100.0/10.0/18.1 100.0/20.0/33.3

conference-confOf
Jaro 33.3/33.3/33.3 40.0/44.4/42.1 70.0/70.0/70.0

Jaro-Winkler 25.0/50.0/33.3 27.7/62.5/38.4 50.0/80.0/61.5
Levenshtein 66.6/18.1/28.5 75.0/27.2/39.9 83.3/45.4/58.8

Jaccard 20.0/11.1/14.2 25.0/22.2/23.5 50.0/45.4/47.6
Tversky 7.1/33.3/11.7 9.3/75.0/16.6 22.2/66.6/33.3
LaBSE 66.6/54.5/60.0 60.0/54.5/57.1 60.0/54.5/57.1

LaBSE + node2vec-NN 75.0/54.5/63.1 66.6/60.0/63.1 66.6/54.4/60.0
LaBSE + GCN-NN 50.0/60.0/54.5 46.1/60.0/52.1 44.4/72.7/55.1

LaBSE + TransE-NN 75.0/27.2/39.9 83.3/45.4/58.8 85.7/54.5/66.6
LaBSE + RGCN-NN 80.0/36.3/50.0 75.0/36.3/50.0 100.0/27.2/39.9

conference-sigkdd
Jaro 42.8/30.0/35.2 42.8/30.0/35.2 40.0/18.1/25.0

Jaro-Winkler 25.0/40.0/30.7 29.4/50.0/37.0 33.3/27.2/30.0
Levenshtein 75.0/25.0/37.5 75.0/25.0/37.5 50.0/8.3/14.2

Jaccard 27.2/27.2/27.2 20.0/30.0/24.0 28.5/20.0/23.5
Tversky 8.5/42.8/14.2 10.5/44.4/17.0 13.3/57.1/21.6
LaBSE 55.5/41.6/47.6 42.8/54.5/47.9 60.0/50.0/54.5

LaBSE + node2vec-NN 66.6/50.0/57.1 70.0/63.6/66.6 58.3/63.6/60.8
LaBSE + GCN-NN 36.8/58.3/45.1 43.7/63.6/51.8 38.8/70.0/50.0

LaBSE + TransE-NN 60.0/25.0/35.2 80.0/33.3/47.0 66.6/33.3/44.4
LaBSE + RGCN-NN 100.0/25.0/40.0 100.0/8.3/15.3 100/16.6/28.5

Table 3: Precision, recall, and F1-scores of 5 lexical baselines compared with node2vec-NN, GCN-NN,
TransE-NN, and RGCN-NN (NN indicates that mutual nearest neighbour source and target concepts are
used as seed alignments between the input ontologies. This seed generation strategy is described as
Strategy 1 in Algorithm 1) for θ = 0.80 and α = 0.2.

structural information improves performance as
compared to only using semantic similarity. How-
ever, the performance is sensitive to the choice of
embedding methods used as node2vec substan-
tially outperforms GCN. Furthermore, these results
have been reported for α=0.2 which signifies a
smaller contribution of structural similarity to the
overall alignment. We discuss variation in perfor-
mance of the node2vec-NN model with α in more
detail in Section 5.2.

5.1. Performance vs. k

As discussed in Algorithm 1 we employ two seed
generation strategies. In this section, we compare
the task performance of node2vec using mutual
nearest neighbour seed alignments (Strategy 1)
and top-k most semantically similar seed align-
ments (Strategy 2). We fix α = 0.2 and θ = 0.80
for the experiments. The results are illustrated in
Table 4. In general, k = 1 leads to bad performance.
This is understandable as only 1 seed alignment
between the graphs is insufficient to learn meaning-
ful representations. As can be seen, the F1-scores
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Figure 2: The variation in F1-score with change in threshold for the German-English dataset for conference-
confOf pair (on the left) and the conference-sigkdd pair (on the right) with α = 0.2.

cmt-confOf
k German-French German-English English-French

1 36.3 46.1 66.6
3 46.1 66.6 53.3
5 57.1 66.6 62.5
7 57.1 66.6 62.5

NN 66.6 71.4 58.8

conference-confOf
1 28.5 58.8 28.5
3 58.8 58.8 39.9
5 55.5 66.6 47.0
7 55.5 63.1 44.4

NN 63.1 63.1 60.0

conference-sigkdd
1 26.6 47.0 47.0
3 52.6 55.5 52.6
5 60.0 70.0 50.0
7 57.1 60.0 63.6

NN 57.1 66.6 60.8

Table 4: F1-scores of top-k semantically similar seed alignments where k = 1,3,5,7 compared with mutual
nearest neighbour (NN) alignments for node2vec model for θ = 0.80 and α = 0.2.

exhibit monotonic behaviour concerning the num-
ber of seed alignments in general i.e., increasing
the number of alignments from 1 to 5 improves
performance. However, in general k = 7 leads to
degradation of performance as compared to k = 5.
This can be attributed to additional noise introduced
by a larger number of seed alignments. Hence, nei-
ther very low nor very high i.e., k = 5 is optimal for
almost all datasets. In terms of the two strategies
both are equally effective with nearest neighbour
seed alignment outperforming k = 5 on 5 out of the
9 datasets.

5.2. Performance vs. α

To quantify variation in performance with changes
in α we carry out experiments with varying α across
different thresholds for node2vec with mutual near-
est neighbour seed alignment. The results are illus-
trated in Figures 3, 4 and 5. As can be seen, almost
all the ontology pairs and all the language pairs α =
0.2 had the best F1-score overall. Interestingly, as
the value of alpha went up the performance deterio-
rated with the lowest F1-scores recorded for α = 0.8
for a given threshold. α = 0 has good performance
and for specific thresholds outperforms F1-scores
achieved by using α = 0.2. α = 0 indicates only the
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Figure 3: F1 vs. α: cmt-confOf

Figure 4: F1 vs. α: conference-confOf

Figure 5: F1 vs. α: conference-sigkdd

semantic similarity of concept descriptions being
used for ontology matching. These results suggest
that while the choice is alpha is dependent on the
similarity threshold being used, a value of 0.2 for
α leads at threshold 0.80 leads to good results in
general. Furthermore, the results demonstrate that
while semantic similarity is the more important fac-
tor for ontology matching even outperforming the
combined similarity for certain thresholds, the ad-
dition of structural similarity signals can lead to an
improvement in task performance.

6. Conclusion

In this work, we proposed a new framework for on-
tology matching and evaluated it on 3 ontology pairs
across 3 language pairs. The proposed framework
takes into account semantic similarity between con-
cept node descriptions in the source and target
ontologies as well as the structural similarity calcu-
lated using embeddings that aggregate information

about node neighbourhood structure. We showed
that our proposed system can outperform current
state-of-the-art lexical similarity measures being
used for CLOM. Furthermore, the results show that
semantic similarity of concept node descriptions is
the more important factor when aligning source and
target nodes. We experiment with four structural
embeddings, namely node2vec, TransE, RGCN,
and GCN, and find that node2vec leads to bet-
ter performance. It is also important to note that
the performance of Levenshtein similarity is better
than our proposed framework for German-English
and English-French datasets of the cmt-confOf and
conference-confOf ontology pairs respectively. Se-
mantic similarity is used to generate seed align-
ments in the first stage of our approach and we
explore two strategies for this purpose. Our analy-
sis suggests that selecting top-k semantically sim-
ilar concepts as seed alignments leads to better
performance.
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7. Limitations

Although we have shown good performance of our
method for ontology matching as compared to lexi-
cal measures there are limitations worth discussing.
We carry out our experiments using a fixed thresh-
old however as discussed in Section 5, there is
substantial variation in performance with chang-
ing thresholds. Choosing a threshold is associ-
ated with a trade-off between precision and recall.
Manually fixing a threshold for different datasets
is not optimal. Furthermore, we show that GCN
is substantially outperformed by node2vec; there
are more advanced alternatives such as Graph
attention networks which can allow the nodes to
only aggregate useful signals from their neighbours.
We expect there to be an improvement in perfor-
mance by using these algorithms. We show that
using top-k semantically similar concepts as seed
alignments is a better strategy for seed generation
overall. However, the experiments do not establish
an optimal value of k for all datasets. We hope to
develop better seed generation strategies as a part
of future work.
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Abstract
This paper presents two use cases of the etymological data provided by the Lexicon der indogermanischen Verben
(LIV) after their publication as Linked Open Data and their linking to the LiLa Knowledge Base (KB) of interoperable
linguistic resources for Latin. The first part of the paper briefly describes the LiLa KB and its structure. Then, the LIV
and the information it contains are introduced, followed by a short description of the ontologies and the extensions
used for modelling the LIV’s data and interlinking them to the LiLa ecosystem. The last section details the two use
cases. The first case concerns the inflection types of the Latin verbs that reflect Proto-Indo-European stems, while
the second one focusses on the Latin derivatives of the inherited stems. The results of the investigations are put in
relation to current research topics in Historical Linguistics, demonstrating their relevance to the discipline.

Keywords: Linked Open Data, Latin, Indo-European

1. Introduction

In recent years, the Linked Open Data (LOD)
paradigm has been increasingly applied to lin-
guistic (meta)data to achieve their interoperabil-
ity, leading to a constant growth of the Linguistic
Linked Open Data Cloud.1 Linguistic resources
that are part of the cloud include textual corpora,
lexicons, dictionaries and more. Among the re-
sources interlinked in the Cloud are those pub-
lished in the LiLa Knowledge Base (KB),2 which
contains several textual and lexical resources for
the Latin language, published as LOD and linked
with each other.

With regard to textual resources, LiLa includes
so far more than 3,5M words from several Latin
corpora, in both Classical Latin and Medieval Latin.
Among them, are the corpus of Classical texts
LASLA3 (CIRCSE, 2022; Fantoli et al., 2022), the
Index Thomisticus treebank (CIRCSE, 2006-2024;
Cecchini et al., 2018), which contains works of
Thomas Aquinas, and UDante (CIRCSE, 2021b;
Cecchini et al., 2020), which is a Universal De-
pendencies4 treebank for Dante Alighieri’s Latin
works. As for the lexical resources, LiLa currently
includes, among others, the Lewis and Short Latin-
English dictionary (CIRCSE, 2021a; Lewis and
Short, 1879), the derivational lexicon Word For-
mation Latin (CIRCSE, 2018; Litta et al., 2019),
and a resource of morphological principal parts of

1https://linguistic-lod.org/.
2https://lila-erc.eu/.
3https:/www.lasla.uliege.be/cms/c_

8508894/fr/lasla.
4https://universaldependencies.org/.

Latin words, PrinParLat (CIRCSE, 2023b; Pelle-
grini, 2023).

Moreover, LiLa interlinks etymological informa-
tion from two reference dictionaries: the Etymo-
logical dictionary of Latin and other Italic Lan-
guages (CIRCSE, 2020a; de Vaan, 2008), which
focusses on Latin and other Italic languages, and
the Lexicon der indogermanischen Verben (LIV)
(CIRCSE, 2023a; Rix, ed., 2001), which features
reconstructed Proto-Indo-European (PIE) verbal
roots and details their developments in the attested
Indo-European (IE) daughter languages, including
Latin. The etymological relations between Latin
words and their ancestors in PIE provided by the
latter have been recently linked to LiLa (Boano
et al., 2023): their integration in the KB helps to
put the information contained in the LIV in relation
to the one provided by other linguistic resources.
To achieve this in the (recent) past different linguis-
tic resources were consulted one at time, and their
data were integrated later. Now, thanks to the in-
teroperability among resources made possibile by
LiLa, this same process can be achieved automat-
ically and it is made fully replicable.

This paper aims to show the advantages that
linking the LIV to LiLa provides in approaching two
research questions of Historical Linguistics. After
introducing the overall architecture of the LiLa KB
(Section 2) and the process performed to interlink
the LIV into LiLa (Section 3), in Section 4 the pa-
per details the two use cases, showing how the
LIV’s information can be queried and exploited in
the LiLa KB to address the research questions con-
cerned.
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2. The LiLa Knowledge Base

The LiLa KB provides FAIR linguistic resources
(Wilkinson et al., 2016) published as LOD. The syn-
tactic interoperability between the resources of the
KB is ensured by the use of the Resource Descrip-
tion Framework (RDF) data model (Lassila and
Swick, 1998). The semantic interoperability (Ide
and Pustejovsky, 2010) instead is achieved by the
use of a few vocabularies widely used for the publi-
cation of linguistic resources as LOD, including the
Ontolex Lemon model,5 the OLiA ontology (Chiar-
cos and Sukhareva, 2015) and the Ontolex lexicog-
raphy module.6 The connection between the re-
sources interlinked in the KB is achieved via the so-
called Lemma Bank (LB) (CIRCSE, 2019-2024).7
The LB is a set of more than 200k lemmas, which
was originally created from the database of the
morphological analyser LEMLAT (Passarotti et al.,
2017), and which is constantly extended whenever
a new linguistic resource requires a new lemma to
be included in the KB.

The LB constitutes LiLa’s core structure and the
crossroads between all the resources part of the
KB. Interoperability is achieved by linking tokens
provided by textual corpora and entries in lexical
resources to their corresponding lemma in the LB.

Whenever possible, lemmas, tokens and
lexical entries are represented and published
as LOD by means of classes and proper-
ties from the Ontolex Lemon core module.
Each ontolex:LexicalEntry8 of each
lexical resource is linked via the property
ontolex:canonicalForm9 to the correspond-
ing lila:Lemma10 in the LB. A lila:Lemma is a
subclass of the class ontolex:Form,11 namely
a word’s citation form. The simple link established
between a lila:Lemma and the corresponding
ontolex:LexicalEntry ensures the interoper-
ability between the lexical resources part of LiLa.
As for the tokens of the corpora interlinked in LiLa,
they are connected to the LB via the property
lila:hasLemma.12

The lila:Lemma also carries morphological in-
formation, such as the gender and the inflection

5https://www.w3.org/2016/05/ontolex/.
6https://www.w3.org/2019/09/lexicog/.
7http://lila-erc.eu/data/id/lemma/

LemmaBank.
8http://www.w3.org/ns/lemon/ontolex#

LexicalEntry.
9http://www.w3.org/ns/lemon/ontolex#

canonicalForm.
10http://lila-erc.eu/ontologies/lila/

Lemma.
11http://www.w3.org/ns/lemon/ontolex#

Form.
12https://lila-erc.eu/ontologies/lila/

hasLemma.

type. Some lemmas are also assigned deriva-
tional information about prefixes, suffixes and lex-
ical bases: at the time of writing, the derivational
information recorded in the LiLa LB regards Classi-
cal Latin words only, while the coverage for the Me-
dieval Latin is significantly lower (Pellegrini et al.,
2022).

The LiLa KB can be queried via a SPARQL end-
point,13 via a user-friendly interface14 and via an
interactive search platform.15

3. The LIV and its Modelling

Etymology can be broadly defined as “the branch
of linguistics which deals with determining the ori-
gin of words and the historical development of their
form and meanings” (OED, s.v. etymology, n.).
The LIV is the reference etymological dictionary
for verbs attested in the ancient IE languages. It
was curated by Helmut Rix and first published in
1998 by Reichert Verlag (Rix, ed., 1998). A sec-
ond edition appeared in 2001, with the additions
and corrections by Martin Kümmel and Helmut Rix
(Rix, ed., 2001). This dictionary contains informa-
tion regarding the PIE verb and its development in
the IE languages: it details the etymology of verbs
attested in IE languages by tracing them back to
reconstructed PIE verbs. In particular, the LIV con-
tains three main types of lexical items:

• Reconstructed PIE verbal roots. They con-
stitute the entries of the dictionary, and are
provided with their phonological structure and
broad lexical meaning. A verbal root is the
part of a word that “carries the core of the
meaning, the idea of a situation, which is
recognisable in all forms derived from the root”
(Rix, ed., 2001, p. 5, my translation).

• Reconstructed PIE verbal stems. They con-
sist of the verbal root processed with affixes
and they encode aspectual information.

• Word forms attested in IE languages. The
LIV lists word forms for several IE languages:
they can be traced back to the corresponding
PIE stems and are provided with their attested
meaning.

As by agreement with the LIV’s publisher, only
the relations established between these elements
were modelled and linked to LiLa. For the mod-
elling, we decided to use the lemonEty extension
of the Ontolex Lemon model (Khan, 2018), which
was developed precisely for representing etymo-
logical information. lemonEty provides three key
classes:

13https://lila-erc.eu/sparql/.
14https://lila-erc.eu/query/.
15https://lila-erc.eu/LiLaLisp/.
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Figure 1: The model of the LIV etymological relations, with respect to the verb glubo.

• lemonEty:Etymon:16 this class is a sub-
class of ontolex:LexicalEntry and con-
tains all the lexical items of the source lan-
guage that are introduced to explain the ety-
mology of the target language;

• lemonEty:Etymology:17 this class “reifies
the whole process of etymological reconstruc-
tion as scientific hypothesis” (Passarotti et al.,
2020, p. 22);

• lemonEty:EtyLink:18 this class is used to
connect linguistic items from the source lan-
guage to the target language.

We modelled the PIE roots provided by the
LIV (e.g. PIE *h3emh3-, underlying the Latin
verb amo ‘to love’) as instances of the class
lemonEty:Etymon, since they are items of
the source language (in this case, PIE) and
are introduced “to describe the origin and his-

16http://lari-datasets.ilc.cnr.it/
lemonEty#Etymon..

17http://lari-datasets.ilc.cnr.it/
lemonEty#Etymology.

18http://lari-datasets.ilc.cnr.it/
lemonEty#EtyLink.

tory of another Lexical Entry”.19 Moreover,
since lemonEty:Etymon is a subclass of
ontolex:LexicalEntry, this allowed us to
preserve the structure of the LIV, which treats the
roots as lexical entries.

The lemonEty:EtyLink class was used to
model the relation between a PIE stem and its cor-
responding Latin stem. The LIV provides in fact
the Latin first-person present and first-person per-
fect word forms, which are traditionally used to rep-
resent all the forms derived from the present and
the perfect stems. For this reason, we were able
to include the Latin stems as part of the model: in
particular, we reused the individuals of the class
Stem20 provided by PrinParLat (CIRCSE, 2023b),
which is a collection of principal parts of Latin
morphological paradigms already interlinked in the
LiLa KB. When the Ontolex Morph module (Chiar-
cos et al., 2022) will be released, the PIE stems,
instead, will be represented as instances of the
class morph:Morph:21 this class is used to repre-

19http://lari-datasets.ilc.cnr.it/
lemonEty.

20https://lila-erc.eu/lodview/
ontologies/prinparlat/Stem.

21At the time of writing, the URIs provisionally point
to the Morph’s GitHub page (https://github.com/
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sent all those elements of morphological analysis
which are below the word level.

Each PIE stem is also linked to the class
prinparlat:StemType:22 new individuals were
added to this class in order to include all the
PIE stem types provided by the LIV. The latter
are: present, aorist, perfect, causative, iterative,
causative-iterative, desiderative, intensive, fientive
and essive. Each of these categories expresses a
specific grammatical or lexical aspect.

Both PIE and Latin stems were con-
nected to the lemonEty:EtyLink via
the properties lemonEty:etySource and
lemonEty:etyTarget, respectively. Each
Latin stem was also linked to the corresponding
Latin form. For the perfect, we reused the form
provided by PrinParLat. For the present, instead,
we generated it from scratch, since PrinParLat
supplies only the third-person present form.

Finally, the lemonEty:Etymology class
stands as a central crossroads between all
the LIV lexical items: it reifies the generic
etymological relation between the Latin
ontolex:LexicalEntry and the PIE root,
while also being linked to the two etymological
links.

Figure 1 shows the model applied to the case
of the verb glubo ‘to peel’. On the left side is
the lexical entry glubo, linked to the LiLa lemma
via the property ontolex:canonicalForm. The
two PrinParLat Latin stems are linked to the lexical
entry via the property vartrans:lexicalRel.23

The Latin stems are the starting point of two con-
nections: one with the Latin forms, the present
glubo and the perfect glupsi,24 and the other
with the two etymological links.25 These reify

ontolex/morph).
22https://lila-erc.eu/lodview/

ontologies/prinparlat/StemType.
23http://www.w3.org/ns/lemon/vartrans#

lexicalRel.
24The perfect form, provided by PrinParLat is

linked via the property morph:consistsOf (https:
//ontolex.github.io/morph/consistsOf),
while the present form, created from scratch, is linked
via the property ontolex:lexicalForm. This does
not constitute an inconsistency, rather it is a choice
imposed by economic reasons: in fact, whenever a
relation is already expressed by a property (in this case
consistsOf), it is not necessary to represent it again
with another one (lexicalForm), since this would
result in redundancy.

25The etymological links are connected with the
source element and the target element via the properties
lemonEty:etySource (http://lari-datasets.
ilc.cnr.it/lemonEty#etySource) and
lemonEty:etyTarget (http://lari-datasets.
ilc.cnr.it/lemonEty#etyTarget), respectively.

the etymological relation between the Latin stems
and the corresponding PIE stems (*g/“gléu

“
bh-

/g/“glubh-, underlying the Latin present stem, and
?*g/“gl´̄eu

“
bh/g/“gléu

“
bh-s-, underlying the Latin per-

fect stem), which are displayed on the right side
of the picture. The PIE root (*g/“gléu

“
bh-) is linked

to both of them.26 In the central part of the graph is
the lemonEty:Etymology class, connected with
the lexical entry, the PIE root and the two etymo-
logical links.27

4. Case Studies

Thanks to the creation of a total of 385 lexical en-
tries and to their linking to the LB, the etymologi-
cal information provided by the LIV was included
in LiLa. The integration of the LIV’s information
into LiLa allows to put it in relation to that pro-
vided by the other resources that are part of the
KB. The RDF data can be queried by means of
the SPARQL query language.28

Querying the LIV in LiLa allows to enhance the
quality of research in the field, by providing new
insights about the relations of attested Latin word
forms with reconstructed PIE roots and stems.
This section illustrates two case studies made pos-
sible by the interoperability of the LIV with other re-
sources in LiLa: the first use case regards the in-
flection types of the Latin verbs inherited from PIE,
while the second one investigates the derivatives
of PIE stems in Classical Latin.

4.1. An Investigation about the Lemmas’
Inflection Types

When investigating the etymological relationship
holding between Latin verbs and their ancestors in
PIE, a question that emerges regards their inflec-
tion type. In particular, some inflection types seem
to be more common among Latin verbs that are in-
herited from PIE, and less common among verbs
that cannot be traced back to PIE stems (Weiss,
2020). The linking of the LIV to the LB can be
effectively exploited to answer this question, as it

26The property that links the PIE stems and the PIE
root is vartrans:lexicalRel, mirroring the relation-
ship between the lexical entry and the Latin stems.

27The lemonEty ontology defines specific
properties to link the Etymology to these
elements, namely lemonEty:etymology
(http://lari-datasets.ilc.cnr.it/
lemonEty#etymology), lemonEty:etymon
(http://lari-datasets.ilc.cnr.it/
lemonEty#etymon) and lemonEty:hasEtyLink
(http://lari-datasets.ilc.cnr.it/
lemonEty#hasEtyLink).

28The SPARQL queries performed to obtain the re-
sults presented in this paper can be found at https:
//github.com/CIRCSE/SPARQL-queries-LIV.
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allows to quickly and easily identify the inflection
type of each Latin verb listed in the LIV. More pre-
cisely, the LB records information about the inflec-
tion type of each lemma, represented using the
property lila:hasInflectionType.29 By count-
ing the number of lemmas for each verbal inflection
type, it is possible to compare the predominant in-
flection types of the entire LB (table 1) with those
of the Latin verbs listed in the LIV (table 2).

Inflection Type Label Number of lem-
mas

First conjugation 9530
Third conjugation 3398
First conjugation deponent 1019
Fourth conjugation 922
Second conjugation 823

Table 1: The inflection types of the LiLa LB.

Inflection Type Label Number of lem-
mas

Third conjugation 172
Second conjugation 80
First conjugation 28
Fourth conjugation 19
Third conjugation deponent 16

Table 2: The inflection types of the Latin lexical
entries in LIV.

As Tables 1 and 2 show, the distributions of the
inflection types in the LB and in the LIV are very
different. In the LB, the first conjugation is pre-
dominant, and only around one third of all verbs
belong to the third conjugation. Among the Latin
lexical entries in the LIV, however, the proportion
is reversed: the number of third conjugation verbs
is six times higher than that of first conjugation
verbs. These data quantitatively confirm what is
stated in Michael Weiss standard work, the Outline
of the historical and comparative grammar of Latin
(Weiss, 2020): “the 3rd and 4th Conjugations […]
are the main repository of present stem formations
inherited from Proto-Indo-European” (p. 404).

Since the information regarding the various PIE
stem types was included in the modelling of the LIV
(as described in Section 3), it is possible to refine
the SPARQL query, and consequently to extend
the investigation, by taking this information into ac-
count. In particular, for each inflection type, it is
possible to count the number of lemmas reflecting
a certain PIE stem type. The Outline of the his-
torical and comparative grammar of Latin (Weiss,

29http://lila-erc.eu/ontologies/lila/
hasInflectionType.

2020) gives detailed information about the sources
of each Latin conjugation. For instance, PIE so-
called causative-iterative and iterative stems are
usually reflected in Latin by second conjugation
verbs (p. 403). By restricting the results of the
query to the lemmas derived from a determined
stem type, it is possible to quantitatively confirm
this statement.

Inflection Type Label Number of
lemmas

Second conjugation verb 5
First conjugation deponent verb 1
First conjugation verb 1

Table 3: The inflection types of the Latin reflexes
of LIV causative-iterative stems.

Inflection Type Label Number of
lemmas

Second conjugation verb 13
First conjugation verb 6
Third conjugation verb 2
First conjugation deponent verb 1

Table 4: The inflection types of the Latin reflexes
of LIV iterative stems.

Tables 3 and 4 show the results of the queries
for the causative-iterative stems and for the itera-
tive stems respectively. As expected, the second
conjugation is predominant in both cases. These
results can be considered statistically significant,
since the p-value, indicating the inter-dependence
between the inflection type and the PIE stem type,
was calculated to be lower than 0.05. The queries
performed to obtain these results are simple, but
give an empirical confirmation of what is stated in
the Outline of the historical and comparative gram-
mar of Latin.

4.2. An Investigation about the PIE Stem
Types and their Derivatives

A further research question relevant to Historical
Linguistics that may be investigated with the aid
of the LIV’s linking in LiLa, is whether the deriva-
tives of Latin verbs that may be traced back to
PIE stems feature specific affixes depending on
their underlying PIE stem type. The derivational
information that is recorded in the LiLa KB can
be exploited to answer this question, too. In-
deed, the lemmas of the LB are linked via the
properties lila:hasBase,30 lila:hasPrefix31

30http://lila-erc.eu/ontologies/lila/
hasBase.

31http://lila-erc.eu/ontologies/lila/
hasPrefix.
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and lila:hasSuffix32 to their derivational bases,
their prefixes and their affixes, respectively. By
putting this information in relation to the LIV data,
it is possible to answer the question previously out-
lined.33

The query counts the number of LiLa lemmas
that are derived by means of a specific Latin af-
fix and whose Latin base may be traced back to a
specific PIE stem type. What emerges from the re-
sults is that some of the most frequent prefixes and
suffixes in the entire LB are also the most frequent
in the LIV derivatives. However, some affixes that
are not in the top five ranking of the LB appear in
the first five positions for the derivatives of certain
PIE stems.

Prefix Label Number of lemmas
con- 1992
e(x)- 1438
in (negation)- 1346
de- 1146
in (entering)- 1131

Table 5: The five most frequent prefixes in the Clas-
sical Latin lemmas of the LB.

Prefix Label Number of lemmas
in (negation)- 12
prae- 10
in (entering)- 10
pro- 10
con- 7

Table 6: The five most frequent prefixes in the
Classical Latin lemmas reflecting PIE desiderative
stems.

Prefix Label Number of lemmas
con- 24
ad- 21
e(x)- 19
re- 14
pro- 13

Table 7: The five most frequent prefixes in the Clas-
sical Latin lemmas reflecting PIE fientive stems.

32http://lila-erc.eu/ontologies/lila/
hasSuffix.

33As described in Section 2, the derivational informa-
tion recorded in LiLa currently regards only a subset of
the Medieval Latin lemmas: for this reason, the results
of all the queries including derivational information were
restricted to Classical Latin lemmas only.

For instance, the prefix pro- is not among the
most frequent of the LB (Table 5), but it is the fourth
most frequent prefix for the derivatives of Latin lem-
mas reflecting PIE desiderative stems (Table 6)
and in fifth position for the derivatives of Latin lem-
mas reflecting PIE fientive stems (Table 7). With
regard to the suffixes, an interesting example of the
same phenomenon is -ment, which is not among
the top five suffixes of the LB (Table 8), but is in
the fourth position for the derivatives of Latin re-
flexes of PIE fientive stems (Table 9). These data
point to a close association between Latin affixes
and specific PIE stem types. Thus, the queries
performed open new perspectives about the rela-
tion between the Latin affixes and the derivatives of
the PIE stems, suggesting that the semantic mean-
ing carried by the stem influenced the choice of
the affix involved in the derivational process. In-
deed, each PIE stem type originally encoded a
specific grammatical or lexical aspect, that is, they
expressed the duration or the manner of the action
(Meier-Brügger, 2003, pp. 164 ff.), as do the var-
ious prefixes and suffixes used in Latin to derive
new words. This hypothesis may be further inves-
tigated since these results can be considered sta-
tistically significant: indeed, the p-value indicating
the inter-dependence between the affixes involved
in the derivational process and the PIE stem type
underlying the lemma was calculated to be lower
than 0.05.

Suffix Label Number of lemmas
-(t)io(n) 2961
-(t)or 1837
-ari 1449
-(i)t 1381
-i 1258

Table 8: The five most frequent suffixes in the Clas-
sical Latin lemmas of the LB.

Suffix Label Number of lemmas
-sc 63
-id 30
-ul 18
-ment 17
-(i)t 17

Table 9: The five most frequent suffixes in the Clas-
sical Latin lemmas reflecting PIE fientive stems.

To delve more into the matter, it is possible to
calculate the percentage of the presence of each
affix in the derivatives of Latin lemmas reflecting
PIE stems compared to its total occurrences in the
LB. The results show that a good part of the Clas-
sical Latin derivatives may be traced back to PIE
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present stems: more precisely, with regard to both
prefixes and suffixes, the percentage of derivatives
that can ultimately be traced back to a PIE present
stem often exceeds the threshold of 50%. As an
example, table 10 shows the first five results for
the suffixes involved in the derivational processes
concerning Latin reflexes of PIE present stems.

Suffix label Number of
lemmas

Percentage

-(i)t 922 66,76%
-(i)es 80 57,55%
-(t)ur 127 55,22%
-or 92 55,09%
-men/min 171 50,89%

Table 10: The suffixes of Latin derivatives reflect-
ing PIE present stems and their percentage on the
total.

Suffix label Number of
lemmas

Percentage

-id 125 34,92%
-sc 103 15,37%
-(i)t 68 4,92%
-i 57 4,53%
-(t)io(n) 68 2,30%

Table 11: The suffixes of the derivatives descend-
ing from a PIE essive stem and their percentage
on the total.

On the other hand, for the other PIE stem types,
the situation is different: they usually cover less
than 10% of the derivatives formed with a spe-
cific affix, and sometimes their percentages do not
even reach the frequency threshold.34 However,
there is one outstanding result: the 34,92% of the
LB’s lemmas containing the suffix -id is derived
from a Latin reflex of a PIE essive stem. This suffix
is over two times more frequent than the second-
ranked one, -sc, pointing to a special relation be-
tween the Latin adjectives in -idus and the Latin
reflexes of PIE essive stems.

This special relation may be understood within
the context of the so-called Caland system (Rau,
2009; Nussbaum, 1999). This PIE system con-
sisted in a set of formal and semantic relationships
between words, based on the alternation of spe-
cific affixes. The words involved were not deriva-
tives of each other: rather “the word formation
process is called recategorisation, i.e. the part
of speech changes, but not the semantic content”
(Balles, 2003, p. 10, my translation). The system

34The frequency threshold was set on the 1% of the
total occurrences of the most common affix in the Clas-
sical Latin lemmas of the LB.

has been inherited by many IE languages, includ-
ing Latin. In the latter, however, it was remodelled
following language-specific linguistic patterns. In
particular, a Latin set of Caland formations usually
features an adjective (e.g. calidus ‘hot’ or liquidus
‘fluid’), a noun (e.g. calor, -ōris ‘heat’ or liquor, -ōris
‘fluidity’), an essive verb (e.g. caleō, -ēre ‘to be hot’
or liqueō, -ēre ‘to be fluid’), an inchoative verb (e.g.
calēscō, -ere ‘to become hot’ or liquēscō, -ere
‘to become fluid’) and a factitive verb (e.g. cale-
faciō, -ere ‘to make hot’ or liquefaciō, -ere ‘to make
liquid’). These -idus adjectives and essive verbs,
which have long been recognized as part of the
Caland system in Latin, exactly correspond to the
derivatives in -id and the Latin reflexes of PIE es-
sive stems identified thanks to the LIV’s linking to
the LiLa KB. The results of the queries thus quan-
titatively confirm a relation which has long been
noted and discussed within Historical Linguistics:
this suggests that other results may also provide
relevant information, which may be used to demon-
strate new substantial relationships between the
Latin affixes and the PIE stems.

5. Conclusion and Future Work

The linking of the LIV to the LiLa KB provides new
opportunities to explore its etymological data in re-
lation to Latin. The queries and the results shown
in this paper confirm that the etymological informa-
tion included in the LiLa KB can be effectively ex-
ploited to acquire new information about the rela-
tionship between Latin and PIE lexical items. The
queries discussed here could not have been per-
formed without the LIV’s linking to the LiLa KB.
Thus, the publication of the LIV’s etymological re-
lationships as LOD increases the research possi-
bilities in the field, while representing an enhance-
ment of the etymological subset of LiLa and of the
LLOD Cloud.

Indeed, the queries and the results discussed
in the present paper exemplify only a few of the
advantages that the LIV’s linking may actually pro-
vide. LiLa contains resources that supply informa-
tion with regard to syntax (e.g. Latin Vallex 2.0
(CIRCSE, 2020c; Mambrini et al., 2021), morphol-
ogy (e.g. PrinParLat (CIRCSE, 2023b)), seman-
tics (e.g. the Lewis and Short dictionary (CIRCSE,
2021a)) and sentiment analysis (e.g. LatinAffec-
tus (CIRCSE, 2020b; Sprugnoli et al., 2020), while
also providing different textual corpora, both for
Classical and for Medieval Latin. All these layers of
information are interoperable with each other and
with the LIV. Querying their interconnected data
can have a concrete impact on the academic com-
munities of Classicists and Historical Linguists, by
allowing them to carry out investigations that were
not possible before.
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Moreover, two future challenges can be outlined.
First, the LIV does not exclusively contain etymo-
logical information with regard to Latin, but actu-
ally details the etymology of lexical items in many
other IE languages: by modelling their data with
the same ontologies that we used, it will be pos-
sible to enlarge the etymological network and in-
vestigate the etymological relationships between
several IE languages.

Secondly, the biggest challenge not only for the
LIV and LiLa, but for all the linguistic resources
published as LOD, will be their integration within
the world of the so-called Big Data and Large Lan-
guage Models (LLMs). LLMs (such as BERT (De-
vlin et al., 2018) or ChatGpt (Ouyang et al., 2022))
are the future of Computational Linguistics, since
they can process huge amounts of raw text, with-
out the need to learn patterns provided by previ-
ous annotations. They can achieve very good re-
sults in several tasks, such as question answer-
ing (Jiang et al., 2021), machine translation (Lewis
et al., 2020) and text generation (Li et al., 2022).
In this context, the future of annotated linguistic
resources is uncertain, given that they may stop
being necessary altogether. However, the shift
from supervised models to unsupervised machine
learning methods constitutes a radical change that
cannot be faced without critical thinking: if no an-
notation is required, the linguist’s expertise and
the deep analysis of the linguistic data are not re-
quired either. The challenge will thus be to pre-
serve the original analytical component of Com-
putational Linguistics, while taking all the bene-
fits that LLMs can offer. In particular, this can be
achieved by incorporating the linguistic resources
published as LOD into LLMs. The LOD resources
are stored in the form of knowledge graphs (KGs):
these are able to generate interpretable results
and to perform symbolic reasoning (Zhang et al.,
2021), thus providing a solution for some of the lim-
itations of LLMs (Biever, 2023). In this view, the
linguistic resources published as LOD will hope-
fully preserve their crucial and innovative role in
the discipline by establishing a fruitful relationship
with the LLMs: in fact, the quality of the structured
data contained in these resources can be reused
to fine-tune and provide external knowledge to the
LLMs (Zhang et al., 2019; Liu et al., 2021), while
also being useful to analyse their results and pro-
vide interpretability (Petroni et al., 2019). This will
hopefully constitute an opportunity to enhance the
LLMs’ performance and continue to improve the
machine’s capabilities with human knowledge.
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Abstract 
This paper presents the proposed ontology for the project “Computational Approaches for Addressing Problematic 
Terminology” (CAAPT). This schema seeks to represent contents and structure of language guideline documents produced 
by cultural heritage institutions seeking to engage with critical cataloguing or reparative description work, known as 
terminology guidance documents. It takes the Victoria and Albert Museum Terminology Guidance Document as a source 
for the initial modelling work. Ultimately, CAAPT seeks to expand the knowledge graph beyond the context of the Victoria 
and Albert Museum to incorporate additional terminology guidance documents and linked open data vocabularies. The 
ontology seeks to bring together scholarly communities in areas relevant to this project, most notably those in cultural 
heritage and linguistics linked open data, by leveraging existing linked data resources in these areas: as such, OntoLex, 
CIDOC CRM, and SKOS are used as a foundation for this work, along with a proposed schema from a related project, 
CULCO. As the CAAPT project is in early stages, this paper presents the preliminary results of work undertaken thus far in 
order to seek feedback from the linguistics linked open data community. 

Keywords: cultural heritage, problematic terminology, linked open data, ontology 

 
1. Introduction 

Cultural heritage institutions are increasingly aware of 
the presence of bias and problematic and offensive 
language in texts of their catalogue records, as 
evidenced by the growing interest in critical 
cataloguing (Watson, 2023). There has been effort in 
the field to define what is meant by “problematic 
terminology” and therefore what institutions could, or 
should, examine in catalogue reviews (Chew, 2022; 
Cress, 2021; Dalal-Clayton & Rutherford, n.d.; 
Lawther, 2021; Muñoz, 2021; Museums Association, 
2021; Ortolja-Baird & Nyhan, 2022; Rutherford, 
2021a, 2021b, 2022). For example, the above authors 
identify “problematic terminology” as encompassing 
explicit slurs, euphemisms, and derogatory, 
objectifying, and dehumanizing language, as well as 
colonial and incorrect names of peoples, places, and 
types of objects.1 However, there is little sector-wide 
guidance on what all this heading could include and 
the need to share information between institutions in 
pursuit of the development of best practices is well 
known (Chew, 2023; Dalal-Clayton & Rutherford, n.d.; 
Museums Association, 2020, 2021). At the level of 
individual institutions, museums are developing—and 
implementing—terminology guidance documents: 
these are glossary-like documents that list terms that 
the institution is interested in looking for in their 
cataloguing, often accompanied by a description of 
the term and a history of use that may give context to 
why the term was used when authoring catalogue 
records, paired with suggestions for actions to take 
when the term is found in the record. These 
suggestions are highly dependent on context, and 
include options such as to replace the term, to format 
it in a particular way that indicates its historical nature, 
or to add specific or general explanatory text, to give 

 
1 For practical purposes within context of this paper, 
the author considers “problematic terminology” to be 
the terms listed in terminology guidance documents. 
For conceptual framing, the author will propose that 

three examples. These documents themselves are 
objects of potential scholarly interest: in addition to 
being a way for museums to communicate internally 
about emerging best practices, they show what terms 
museums are interested in addressing in their 
catalogue records and how they are thinking about 
defining such language. As such, terminology 
guidance documents may hold interest for linguistics 
as well as cultural heritage scholarly communities.  
The project “Computational Approaches for 
Addressing Problematic Terminology” (CAAPT) 
seeks to make the contents of these terminology 
guidance documents available to institutions looking 
to engage in critical cataloguing as well as to relevant 
scholarly communities through the use of linked open 
data (LOD). The first step in this is to define the 
structure required to represent this information. This 
paper introduces the proposed ontology for CAAPT, 
based off of the Victoria and Albert Museum 
Terminology Guidance Document.  

2. The Victoria and Albert Museum 
Terminology Guidance Document 

The Victoria and Albert Museum (V&A) contains close 
to 1.7 million works of art and design objects acquired 
over more than 170 years of collecting activity, and 
which is still ongoing (Victoria and Albert Museum, 
2023). The museum’s catalogue records represent 
objects from vast reaches of time and place, and as 
such contain a wide variety of problematics. The V&A 
holds regular cross-department meetings to discuss 
terminology questions and concerns raised by staff. 
This working group, in collaboration with the 
Interpretation Department and additional staff-led 
internal advisory groups, has produced and maintains 

“problematic terminology” be understood as language 
which enables a catalogue record to perform or play 
into Haraway's (1988) concept of “the god trick”; 
discussion of this falls outside of the present scope.  
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the V&A Terminology Guidance Document, a living 
document intended to support staff in making 
decisions about how to proceed when they encounter 
problematic terminology in document records. This 
document contains lists of terms to look for, a text 
description of different ways that the term has been 
used historically, and a set of suggestions for what to 
do when the term is encountered in a record, taking 
into account specifics of the occurrence such as the 
catalogue record field, the original intended use of the 
term in the record, and more. The terms in this 
document are not framed as being inherently 
problematic, but instead as potentially problematic 
terms to be searched for and the use of to be carefully 
considered.  

3. OntoLex, CIDOC CRM, SKOS, CULCO 
As the focus of this project is on defining an ontology 
for the representation of terminology guidance 
materials in museum collections, the most relevant 
bodies of existing work to look to are in the domains 
of ontology development for linguistics, cultural 
heritage objects, and problematic terminology. 
Following a review of these fields, the ontologies of 
the CIDOC Conceptual Reference Model (CIDOC 
CRM), Ontology Lexicon (OntoLex), Simple 
Knowledge Organization System (SKOS), and 

Cultural Contexts Concept Scheme for Contentious 
Terminology (CULCO) were identified as the most 
pertinent for this project (Bekiari et al., 2022; Cimiano 
et al., 2016; Miles & Bechhofer, 2009; Nesterov et al., 
2022). CIDOC CRM, OntoLex, and SKOS are all 
recognized as stable and widely-used ontologies for 
their domains—cultural heritage data, lexica and 
dictionaries, and thesauri and terminology lists, 
respectively—while CULCO is an ontology developed 
to describe a different museum terminology glossary  
(Bekiari et al., 2022; Khan & et al., 2021, Nesterov et 
al., 2023). OntoLex and CULCO can be connected 
through encoded relationships to the same core 
SKOS classes (Concept and ConceptScheme), and 
CIDOC CRM can also be connected through 
recommended relationships to these same classes:  

Domain rdfs:subClassOf 
culco:ContentiousIssueScheme skos:ConceptScheme 
ontolex:ConceptSet skos:ConceptScheme 
ontolex:LexicalConcept skos:Concept 
skos:Concept crm:E55_Type 
skos:ConceptScheme crm:E32_Authority 

_Document 
Table 1: Shared references to SKOS (Cimiano et al., 

2016; Doerr et al., 2020; Nesterov et al., 2022)

4. Proposed Ontology 
4.1 CAAPT Proposed Schema 

The LOD schema proposed for this project, illustrated 
above in Figure 1, seeks to build off of the 
connections already developed between OntoLex, 
CIDOC CRM, CULCO, and SKOS, as well as to 
address the gap identified in representing the 

information of museum terminology guidance 
documents. The design decisions guideline the 
drafting of this schema prioritise forging connections 
between existing ontologies, and the communities 
they represent, along with reusing existing LOD 

Figure 1: Proposed schema for CAAPT (new classes, properties, and sub-class/property relationships in blue) 
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resources. Therefore, a small number of classes are 
proposed, with the focus instead on properties that 
bring together classes from these four ontologies. 
Furthermore, all classes and almost all properties—
labelled here as “Computational Approaches for 
Addressing Problematic Terminology” (caapt)—are 
declared as subclasses and subproperties of 
elements from one or more of these four ontologies. 

4.2 CAAPT Proposed Classes 
The six classes proposed for CAAPT are:  

1. TermRoot: root form of a term or phrase. 
rdfs:subClassOf: skos:Concept,  
crm:E55_Type, ontolex:LexicalEntry,  
culco:ContentiousIssue 

2. Guide: written guidance on language use. 
rdfs:subClassOf: skos:ConceptScheme, 
crm:E32_Authority_Document, 
ontolex:ConceptSet 

3. TerminologyGuide: written guidance for 
addressing problematic terminology created 
with the intention of assisting the work of or 
education around reparative description. 
rdfs:subClassOf: caapt:Guide,  
culco:ContentiousIssueScheme 

4. StyleGuide: written guidance for language 
style and use. 
rdfs:subClassOf: caapt:Guide 

5. UseContext: context bounding the meaning 
intended by the use of a term. 
rdfs:subClassOf: ontolex:LexicalSense 

6. Suggestion: action to be considered or taken 
when a term is encountered. 
rdfs:subClassOf: culco:Suggestion,  
crm:E29_Design_or_Procedure 

These classes represent core concepts for this model: 
the term being considered (TermRoot), the ways it 
has been used (UseContext), the suggestions written 
in the guidelines (Suggestion), and the guidelines 
documents themselves (Guide, TerminologyGuide, 
and StyleGuide). The decision to propose these 
classes as subclasses of multiple ontologies works to 
build a bridge between these communities. This is 
reminiscent of the approach taken by Khan & Salgado 
(2021) in their work to forge connections between 
OntoLex, FRBRoo, and CIDOC CRM through the 
creation of two new classes that inherit from each of 
these ontologies. 

The requirement for new properties for three of these 
classes also justifies the need to create these classes, 
as opposed to proposing the use of multiple 
instantiation in the representation of instances of 
these classes. For example, in the case of the 
proposed class UseContext, which inherits only from 
OntoLex (LexicalSense), the need to connect to 
different classes in specific ways—discussed below 
as subproperties for ontolex:usage—drove the need 
to declare a new class.  

Inheriting from multiple classes can also introduce 
new nuances of meaning, such as in the case of the 
proposed class Suggestion: while CULCO’s 
Suggestion class is defined as “a suggestion gives 
recommendations on how to use a contentious term” 
(Nesterov et al., 2022), inheritance from CIDOC 
CRM’s class E29_Design_or_Procedure introduces 
the specification that suggestions as they are 
understood in this context are, in fact, “documented 
plans for the execution of actions in order to achieve 
a result of a specific quality, form or contents” (Bekiari 
et al., 2022). Therefore, the Suggestion class here is 
a type of documented plan for how to address specific 
problematic terminology in a museum’s catalogue 
records.  

Finally, the scope of these new classes is narrower in 
definition than the combination of meanings 
introduced by the classes from which they inherit. In 
the case of Guide and its subclasses 
TerminologyGuide and StyleGuide, the scope is 
defined more narrowly than for each of the classes 
from which Guide inherits, and terminology guides are 
differentiated from other forms of language guides, 
including writing style guides, in the source materials. 
This distinction is also reflected by TerminologyGuide 
inheriting from CULCO’s ContentiousIssueScheme 
as well as the Guide class, as it is only this specific 
kind of document that meets the additional criteria. 

4.3 CAAPT Proposed Properties 
The properties that are proposed, listed below in 
Table 2, are also connected to existing ontologies 
where possible: four are declared as subproperties of 
OntoLex’s usage predicate, and three as 
subproperties of CIDOC CRM’s 
P69_has_association_with predicate. 

Property  Draft scope note Domain  Range  rdfs:subPropertyOf 
caapt:used 
_where  

Geographic location in which the use 
context existed or was/is relevant 

caapt:UseContext  crm:E53_Place   
 
 
 
ontolex:usage  

caapt:used 
_when  

Time period in which the use context 
existed or was/is relevant 

caapt:UseContext  rdfs:literal  

caapt:used 
_why  

Intended purpose of use of the term 
in a use context 

caapt:UseContext  crm:E55_Type  

caapt:about 
_who  

Group of persons intended to be 
described by a term in a use context 

caapt:UseContext  crm:E74_Group  

caapt:preferred Suggestion that is preferred caapt:Suggestion caapt:Suggestion  
crm:P69_has 
_association_with  caapt:if_not 

_possible_use  
Suggestion to be considered if not 
possible to use preferred suggestion 

caapt:Suggestion caapt:Suggestion 
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Table 2: CAAPT proposed properties

The four properties proposed as subproperties of 
usage all refine the notion of the original predicate—
to “indicate[] usage conditions or pragmatic 
implications when using the lexical entry to refer to the 
given ontological meaning” (Cimiano et al., 2016)—to 
the specific kinds of use cases discussed in the 
source materials, where an analysis of the 
descriptions revealed four main considerations: 
where the use of the term took place, when the use of 
the term took place, who the term was intended to 
describe when it was being used, and the intended 
purpose or use of the term. These four properties 
therefore introduce these meanings to the 
relationships they represent, and narrow the scope of 
the range from rdfs:Resource to specific classes 
according to the needs of those relationships. 

The three properties proposed as subproperties of 
P69_has_association_with similarly refine the generic 
relationship between different instances of the 
E29_Design_or_Procedure class, of which 
Suggestion is proposed as a subclass, in order to 
specify three ways in which Suggestions are related 
to each other in the source documentation: two of 
these are hierarchical, representing a preference 
order in the listed suggestions, and the third indicates 
when two suggestions should be used at the same 
time or as two parts of a larger remediative 
cataloguing actions. For example, adding 
contextualising text and adding a content warning are 
often recommended together, as explaining the use 
of the problematic term does not negate the need for 
a warning, and adding a warning to a record does not 
negate the need to add text explaining what the term 
means in the context of the record or why it was 
retained.  

Three properties are not proposed as subproperties 
to existing LOD predicates: suggests_replacement, 
suggests_amendment, and encountered. The first 
two connect a Suggestion to a TermRoot and specify 
whether a term is suggested to be used to replace a 
term, or to be included alongside the existing term as 
an amendment of the text. The final property connects 
a Suggestion with the kind of field in which the term is 
located in the catalogue record. Initial values for 
instances of this class are “historical context” (e.g. a 
Title field) and “contemporary context” (e.g. the 
current display label text for the object’s online 
collection page) as this is the language used in the 

 
2 Getty Art & Architecture Thesaurus: 
https://vocab.getty.edu/aat/; Homosaurus: 
https://homosaurus.org 

source materials when suggestions are made 
according to the location of the term in the record. This 
is an important element to consider as different 
suggestions are made depending on what kind of field 
the term appears in. 

5. Conclusions 
A knowledge graph structured according to the 
ontology defined here has been populated with the 
contents of the V&A Terminology Guidance 
Document, resulting in an initial graph describing 328 
Suggestions for 73 potentially problematic terms. The 
schema and contents have been reviewed by key 
stakeholders at the V&A. These validation meetings 
have been successful and the schema in both theory 
and practice has been well received. The primary 
suggestion to come out of the knowledge graph 
review meeting was to include additional 
use_along_with properties between a greater number 
of Suggestions: only relationships that had been 
made explicit in the source document had been 
included in the knowledge graph population, and this 
review meeting revealed that this kind of relationship 
was often implicit in the museum’s documentation.  

Next steps will be to consider two additional 
terminology guidance documents for inclusion: the 
Cultural Heritage Terminology Network Glossary  and 
the glossary section of the Words Matter publication 
(Chew, n.d.; Tropenmuseum, 2018). Integrating these 
sources will validate the schema as being 
generalizable beyond the sole context of the V&A, as 
well as produce a knowledge graph that will begin to 
allow for inter-institutional comparisons of terms and 
suggestions. Following this, reconciliation with LOD 
vocabularies—namely the Getty Art & Architecture 
Thesaurus and the Homosaurus vocabulary—will 
take place, as connecting to these two resources will 
demonstrate integration with a vocabulary that is 
commonly used in the cultural heritage domain (Getty 
Art & Architecture Thesaurus) and a community-
developed vocabulary that is already working in the 
space of critical cataloguing (Homosaurus).2    

The steps taken thus far have built a solid foundation 
for this work to proceed. Initial validation of the 
schema and knowledge graph have been successful, 
and further feedback alongside the integration and 
reconciliation work will inform future developments. 

caapt:use 
_along_with  

Suggestion to be used concurrently caapt:Suggestion caapt:Suggestion 

caapt:suggests 
_replacement 

Suggested replacement term used in 
the suggestion 

caapt:Suggestion caapt:TermRoot   
 
 
--- caapt:suggests 

_amendment 
Suggested amending term used in 
the suggestion 

caapt:Suggestion caapt:TermRoot  

caapt: 
encountered 

Suggestion encountered in type of 
catalogue field 

caapt:Suggestion skos:Collection  
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Abstract
This paper describes the first steps in creating a Lemma Bank for Old Irish (600-900CE) within the Linked Data
paradigm, taking inspiration from a similar resource for Latin built as part of the LiLa project (2018–2023). The focus is
on the extraction and RDF conversion of nouns from Goidelex, a novel and highly structured morphological resource
for Old Irish. The aim is to strike a good balance between retaining a representative level of morphological granularity
and at the same time keeping the number of lemma variants within workable limits, to facilitate straightforward
resource interlinking for Old Irish, planned as future work.

Keywords: Old Irish, Lemma Bank, morphology, Linked Data

1. Introduction

While text-and-lexicon interlinking for Irish of the
early medieval (and modern) period has been the
subject of earlier studies and projects (Nyhan,
2008), these efforts have so far not resulted in
a published resource. This is due to the highly
variable nature of the language of this period in
combination with the absence of sufficiently struc-
tured digital resources. The electronic Dictionary
of the Irish Language, or eDIL (eDIL 2019), is the
standard dictionary for Irish of the medieval period;
however, it does not exhaustively list all possible
inflections and spelling variants and does not use
a consistent orthography for the spelling of head-
words.

The lexical database Corpus PalaeoHibernicum
(CorPH) “Corpus of Old Irish” (Stifter et al., 2021),
covering the period ca. 6th–mid 10th century CE,
is a more comprehensive and better-structured re-
source, but, like eDIL, does not provide word-level
links to the source texts. Additionally, due to manual
annotation practice, the spelling of headwords in
the CorPH database is not entirely consistent, and
the way it segments and stores complex morpho-
logical forms inhibits easy resource interoperability
and interlinking.

The most linguistically principled and best struc-
tured lexical resource is Goidelex (Anderson et al.,
2024), currently based on the 8th-century Old Irish
Würzburg glosses (Kavanagh and Wodtko, 2001),
which are not included in CorPH. Goidelex con-
tains normalised lexemes with fine-grained mor-
phophonological information. Like the aforemen-
tioned resources, however, it is not available in the
Resource Description Framework (RDF) and pub-
lished as Linked Data yet.1

1For RDF see https://www.w3.org/RDF/. See
also Tim Berners-Lee’s Web Design Issues (Berners-
Lee, 1996–present), particularly his Design Principles
and his four rules about Linked Data

To alleviate the issues around resource interlink-
ing for medieval Irish, this paper puts forward a
Lemma Bank: a collection of canonical forms for
interlinking lexical and textual resources. The re-
source is developed as part of the MOLOR — Mor-
phologically Linked Old Irish Resource — project,
which aims to create a new lexicographic model
and standard for Old Irish for linking inflected forms
in a text with a full-form lexicon, with a focus on
the Würzburg glosses. The project takes inspi-
ration from the Linking Latin (LiLa) project,2 as
part of which a Lemma Bank has been developed
(Moretti et al., 2023), which was conceived — and
has proven to successfully act — as a hub for link-
ing lexical resources and texts for Latin (Passarotti
et al., 2020).

Admittedly, while early medieval Irish sources
represent the largest corpus of pre-twelfth-century
European vernacular material, other than Latin and
Greek (Stacey, 1991; Eska, 2019), a mature Nat-
ural Language Processing (NLP) pipeline compa-
rable to Latin does not yet exist for automatic pro-
cessing of medieval Irish texts, which is an urgent
desideratum in the field. Dereza et al. (2023) at-
tribute poor performance of NLP models to the lack
of a linguistic and editorial standard for historical
Irish and prompt Celticists and historical linguists to
engage in further discussion. Promising advance-
ments have nonetheless been made over the last
10–15 years, including on NLP core tasks such as
tokenisation, lemmatisation, part-of-speech (POS)
tagging, and morphological analysis and genera-
tion (Lamb and Fransen, forthcoming).

The creation of digital text archives for medieval
Irish, however, goes much further back with the
establishment of CELT — Corpus of Electronic
Texts — in 1997, Ireland’s longest-running Human-
ities Computing Project (Ó Corráin et al., 1997);
this resource contains 688 source texts in Irish (or
Scottish Gaelic), albeit without linguistic annotation.

2https://lila-erc.eu/
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More recently created digital corpora include the
text archive as part of CorPH (Stifter et al., 2021)
as well as two Old Irish corpora with a combined
total of 98 syntactically annotated glosses follow-
ing the Universal Dependencies (UD) framework,
including 42 glosses from the Würzburg corpus;
3, 469 POS-tagged glosses containing 21, 749 to-
kens from the St. Gall UD corpus have been the
basis for machine-learning-based POS-tagging ex-
periments on diplomatically edited Old Irish text
(Doyle and McCrae, 2024).

Interconnecting medieval Irish corpora with lex-
ical resources using the Linked Data paradigm
would be a major boon to medieval Irish studies.
Despite the current lack of a mature NLP pipeline,
a Lemma Bank, functioning as a central hub and in-
terface, is considered to be a vital component in the
envisaged MOLOR Knowledge Base of interlinked
textual and lexical resources.

The focus of this short paper is on the first
steps in creating a Lemma Bank for Old Irish (600–
900CE), with a focus on the Würzburg glosses:
the extraction and conversion into RDF of nouns
contained in Goidelex (Anderson et al., 2024). We
report on the design choices in selecting canoni-
cal forms, striking a balance between, on the one
hand, linguistic granularity and, on the other hand, a
workable amount of canonical forms (i.e. lemmas),
while adhering to standards and best practices that
have emerged in the area of Linguistic Linked Open
Data (LLOD), notably the LiLa project and OntoLex
(McCrae et al., 2017).

This paper is structured as follows. Section 2
introduces the resources instrumental in creating
an Old Irish Lemma Bank. The LiLa Lemma Bank
proved useful as an example for design choices,
while a subset of the Goidelex data was used for
the Lemma Bank’s content. The conversion of this
content into RDF using existing ontologies for lin-
guistic annotation is the topic of section 3. Some
preliminary conclusions, as well as planned future
research directions, are discussed in section 4.

2. Resource context

2.1. The LiLa Lemma Bank

The goal of the ERC-funded LiLa project (2018–
2023) was to interconnect distributed (lexical and
textual) resources and NLP tools for Latin by using
the Linked Data paradigm, which is the basis of the
so-called Semantic Web (Berners-Lee et al., 2001).
As Passarotti et al. (2020, 187) have pointed out,
“The core of the LiLa Knowledge Base consists of
a large collection of Latin lemmas: interoperability
is achieved by linking all those entries in lexical
resources and tokens in corpora that point to the
same lemma”. The resulting Lemma Bank currently

contains 215, 102 Latin dictionary forms (Mambrini
and Passarotti, 2023).

The design principles of the LiLa Lemma Bank
are according to the specification of the lexicon
model for ontologies (OntoLex-Lemon) as resulting
from the work of the W3C Ontology Lexicon Com-
munity Group.3 This specification has emerged as
the de facto standard for describing the content of
lexical resources in the Linked Data framework.

It should be stressed that the LiLa Lemma Bank
is not a lexical resource, that is, consisting of individ-
uals belonging to the OntoLex-Lemon Lexical Entry
class (ontolex:LexicalEntry). Instead, it is
merely a collection of entities subsumed under the
OntoLex Form class (ontolex:Form), for which
an in-house class was devised — lila:Lemma.
Being an OntoLex Form, a LiLa lemma can be
linked to a Lexical Entry in any lexical resource
via the property ontolex:canonicalForm, a
subproperty of ontolex:lexicalForm (see Fig-
ure 1), connecting all other lexical resources
compiled using the OntoLex-Lemon formalism
(Passarotti et al., 2020).

Figure 1: Part of the OntoLex-Lemon core
model (Cimiano et al., 2016): the relationship be-
tween the classes ontolex:LexicalEntry and
ontolex:Form

According to the OntoLex specification (Cimiano
et al., 2016), “A Lexical Entry [. . . ] needs to be asso-
ciated with at least one form, and has at most one
canonical form”.4 In order to allow for the use of dif-
ferent canonical forms used in lexical resources and
lemmatised corpora, and not impose a lemmatisa-
tion criterion, the LiLa project created the symmetric
property lila:lemmaVariant, whose range is
the LiLa lemma class, “making it possible to retrieve
from the textual [and lexical] resources connected
to LiLa all the tokens that belong to the same lex-

3https://www.w3.org/community/ontolex/
4For example, the Lexical Entry for Old Irish ‘man’

would be linked to the canonical nom.sg form fer, while
inflected forms such as fir, feraib etc. would have the sub-
property ontolex:otherForm (not part of the MOLOR
Lemma Bank)

38



ical item, regardless of the lemmatization criteria
followed in individual corpora” (Passarotti et al.,
2020, 190).

Lemma variants were devised for cases where
morphological properties differ as part of the same
lexical item, ignoring orthographic and phonetic
variation which has no inflectional implications. For
example, citation forms such as claudo, claudor,
claudeo and claudeor ‘to limp’ constitute four differ-
ent (LiLa) lemmas (i.e. OntoLex Forms) since each
belongs to a different conjugation pattern and may
be used as a lemma in lemmatised corpora or lexi-
cal resources. The lemma (Form) claudo, however,
subsumes the graphical variant cludo (alongside
claudo), encoded as written representation belong-
ing to the same lemma (Passarotti et al., 2020). It
is important to note that lemma variants, each rep-
resented by an OntoLex Form, receive a separate
Uniform Resource Identifier (URI),5 while written
representations (ontolex:writtenRep) are en-
coded as strings of the data property type with
range rdf:langString, as such being merged
as part of the same URI (see Figure 2).

2.2. Goidelex
Goidelex (Anderson et al., 2024) consists of a rela-
tional database (currently) containing 574 Old Irish
nouns. It provides a normalised representation
of lexemes (Fransen et al., 2023) and structured
groupings into lexemes and flexemes (Fradin and
Kerleroux, 2003; Thornton, 2018; Pellegrini, 2023).
Lexemes are defined on the basis of shared mean-
ing and POS type, while inflectional variants that
belong to the same lexeme are analysed as sepa-
rate flexemes. Each lexeme is associated with the
corresponding identifiers in eDIL and CorPH (sec-
tion 1), making Goidelex interoperable with existing
resources. Flexemes are accompanied by phone-
mic transcriptions following Anderson (2016) as
well as morphological and phonological properties.
This resource also contains information about ety-
mology and derivational morphology. Furthermore,
it is designed to be compatible with the Paralex
(Beniamine et al., 2023) and the Cross-Linguistic
Data Format (Forkel et al., 2018) standards.

3. Conversion Principles

3.1. Motivations
Since Goidelex contains normalised forms and
uses a principled approach to dealing with inflec-
tional variation, it was found to be the most suitable
resource among the ones mentioned in section 1

5A string that uniquely and persistently identifies a
resource or concept, most commonly on the web

for starting to populate the Lemma Bank. How-
ever, Goidelex is too linguistically granular for the
purposes of the Lemma Bank, necessitating a con-
version process that often involves more-to-one
mappings based on flexemes (see section 3.3).

While Goidelex is intended as a fine-grained mor-
phological resource, the Lemma Bank’s function
is rather to offer standardised entities identified by
URIs to which other resources can link. Passing
through the Lemma Bank, resources referring to
these URIs will be made interoperable with each
other. Linking to Goidelex is built-in, as its lexemes
correspond to ontolex:LexicalEntry linked to
lemmas in the Lemma Bank. As such, in conjunc-
tion with the Lemma Bank, the contents of Goidelex
will provide rich morphological and phonological in-
formation in a Linked Data-based infrastructure of
texts, lexical resources, and tools.

3.2. Lemma Properties and Ontologies
The code snippet in Figure 2 illustrates part of the
triples, serialised using Turtle,6 that describe the
resource : 94459, which is a lila:Lemma, a sub-
class of ontolex:Form.

<data /id/ lemma /94459 >
a lila : Lemma ;
rdfs : label " claudo " ;
lila : hasInflectionType

lila : v3r ;
lila : hasPOS lila : verb ;
lila : lemmaVariant

<data /id/ lemma /94457 > ,
<data /id/ lemma /94458 > ,
<data /id/ lemma /94456 > ;

dcterms : isPartOf
<data /id/ lemma / LemmaBank > ;

ontolex : writtenRep " claudo "
, " cludo " .

Figure 2: Part of the triples as part of the LiLa
lemma claudo, serialised using Turtle. Strictly
speaking, a language tag for Latin (e.g. ISO 639-3
code lat) is required with rdfs:label "claudo"

Apart from ontolex:writtenRep, LiLa uses
its own ontology and namespace (http://
lila-erc.eu/) for linguistic annotations, which
are aligned with OLiA (Chiarcos and Sukhareva,
2015). This modelling decision has been emulated
in MOLOR (see Figure 3).

3.3. Mappings
Mapping flexemes in Goidelex (section 2.2) indis-
criminately onto lemmas would lead to a multitude

6https://www.w3.org/TR/turtle/
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LiLa Goidelex MOLOR
cluster cardinality # lemmas percentage # flexemes percentage # lemmas percentage

1 156,323 94.81% 467 67.19% 549 91.65%
2 7,344 4.45% 188 27.05% 44 7.35%
3 999 0.61% 36 5.18% 6 1%
4 164 0.10% 4 0.58%
5 30 0.02%
6 18 0.01%

164,878 100% 695 100% 599 100%

Table 1: Statistics relating to LiLa lemma variant clusters, Goidelex (nominal) flexeme clusters, and
MOLOR (nominal) lemma variant clusters

of lemma variants. Performing lemmatisation of cor-
pora at this very fine-grained level would be chal-
lenging, in turn impeding straightforward linking
between resources. By adopting a coarser granu-
larity, we intend to facilitate the creation of accurate
lemmatisers. Following the approach taken in LiLa,
it was decided to create separate lemmas (a sub-
class of ontolex:Form) only where flexemes dif-
fer in inflectional properties (i.e. inflectional class,
gender).

Some statistics may lend support for this de-
cision.7 Table 1 shows how many LiLa lemmas
are in each lemma variant cluster with a cardinal-
ity of 1 (no lemma variants) to 6 (six lemmas for
a lexical item).8 The same statistics are calcu-
lated for Goidelex, but with flexemes rather than
lemmas (there are no lexemes with more than 4
flexemes). Contrasting the given percentages for
both resources, it becomes clear that a flexeme-
to-lemma mapping would translate into about one-
third of the lemmas having more than one lemma
variant, as opposed to only about 5% in the LiLa
Lemma Bank, negatively impacting lemmatisation
and straightforward resource interlinking.

The variation seen in the Old Irish data can be
categorised according to a four-way typology:

i phonologically same, morphosyntactically
same; e.g. fer ‘man’, masculine o-stem —
realised by one ontolex:Form

ii phonologically different, morphosyntactically
same; e.g. muinter, muntar ‘community’, femi-
nine ā-stem (see also flexeme 74.1 and 74.2 in
Figure 3) — realised by one ontolex:Form
and two spellings (ontolex:writtenRep)

iii phonologically same, morphosyntactically differ-
ent; e.g. fius ‘knowledge’, neuter or masculine

7This comparison should not be understood as solely
reflecting the difference in the range of variation found
in these languages; different design decisions in the
resources concerned undoubtedly play a role as well

8The lemma as represented here does not include
multiple written representations (e.g. claudo, cludo),
which would result in a higher number

u-stem, alternatively neuter o-stem — realised
by three ontolex:Forms

iv phonologically different, morphosyntactically dif-
ferent; e.g. brith ‘carrying’, feminine i-stem, al-
ternatively breith, feminine ā-stem — realised
by two ontolex:Forms

The upshot of this decision is that flexemes
with the same inflectional properties but a different
phonological representation (and hence a different
range of possible spellings)9 are merged as part
of a single ontolex:Form. Figure 3 illustrates a
case with three flexemes mapped to two Forms,
i.e. MOLOR lemmas, which are lemma variants of
each other.

Consideration has also been given to lex-
emes that have different or additional stem
classes for singular and plural, leading to in-
flectional micro-classes, e.g. duine ‘person’
(gen_masc;stem_io;num_sg) with suppletive
plural doíne (gen_masc;stem_i;num_pl),
and demun/demon ‘demon, devil’
(gen_masc;stem_o;num_all), additionally de-
mon with both a different gender and inflectional pat-
tern in the plural (gen_neut;stem_i;num_pl).
In the case of defective nouns, Goidelex uses a
combined class as part of one flexeme, e.g. aipgitir
‘alphabet’ (indecl/i;num_all; indeclinable in
the singular, i-stem inflection in the plural).

We are currently looking for satisfying ways to
model this micro-variation, keeping in mind that a
lemma is modelled as a form (ontolex:Form)
rather than a lexeme, and ideally should not
predicate features that only apply to parts of the
paradigm, perhaps not even to the (lemmatic) form
itself — the nom.sg in the case of nouns. How-
ever, it was decided to provisionally take over the
inflectional micro-classes as they are encoded in
Goidelex, with the exception of flexemes with dif-
ferent plural inflection, i.e. those encoded with
num_pl, which were ignored (only 4 cases). This

9One spelling in Goidelex since this resource uses
normalised spellings, i.e. a one-to-one mapping between
phonological form and written representation
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Figure 3: Example entry in Goidelex mapped to RDF-encoded MOLOR lemmas (ontolex:Forms). The
required Old Irish language tag (e.g. ISO 639-3 code sga) with rdfs:label is not shown in this example

leads to the statistics given for MOLOR in the two
rightmost columns in Table 1, which are now more
similar to those of the LiLa Lemma Bank.

Lastly, we currently merge the Goidelex
POS types compound_noun, numeral_noun,
prefixed_noun, proper_noun, and ver-
bal_noun into just noun; this information could
be used at a future stage to establish derivational
relationships (also encoded as part of Goidelex),
likely to be modelled as an external resource
similar to Word Formation Latin (Litta et al., 2020).

4. Conclusion and Future Work

This paper has described the first steps in convert-
ing the content of Goidelex (Anderson et al., 2024),
a novel and highly structured lexical resource for
Old Irish, into a Linked Data Lemma Bank, currently
focussing on nouns. For design choices we have
relied on the Lemma Bank developed as part of the
LiLa Knowledge Base (Passarotti et al., 2020).

The next steps involve adding more lemmas with
different POS categories from lexical resources,
with the verb being the first in line. There are un-
doubtedly new challenges to overcome; the Old
Irish verbal system (McCone, 1997) is much more
complicated than the noun, whose inflectional pat-
terns, as shown in this paper, already show an
intricate interplay between morphology and phonol-
ogy. Since verbs have not yet been systematically
incorporated into Goidelex, and in the absence of a
resource similar to Goidelex, we will have to resort
mostly to other resources following a somewhat
less granular approach. Thanks to its comprehen-

siveness and tabular format, CorPH (Stifter et al.,
2021), in conjunction with the Würzburg dictionary
(Kavanagh and Wodtko, 2001), is considered to be
the most suitable starting point.

It is hoped and indeed expected that an Old Irish
Lemma Bank will be an important hub in an inter-
linked resource framework, making medieval Irish
texts and the language’s grammar more accessible
to scholars with various backgrounds. In the mean-
time, the authors gladly receive feedback from the
Linked Data community on best practices for mod-
elling under-resourced historical languages, espe-
cially in relation to variability and uncertainty.
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Abstract
This paper introduces CHAMUÇA, a novel lexical resource designed to document the influence of the Portuguese
language on various Asian languages, initially focusing on South Asian languages. Through the utilisation of linked
open data and the OntoLex vocabulary, CHAMUÇA provides structured insights into the linguistic characteristics
and cultural ramifications of Portuguese borrowings across multiple languages. The article outlines CHAMUÇA’s
potential contributions to the linguistic linked data community, emphasising its role in addressing the scarcity of
resources for lesser-resourced languages and serving as a test case for organising etymological data in a queryable
format. CHAMUÇA emerges as an initiative towards the comprehensive catalogisation and analysis of Portuguese
borrowings, offering valuable insights into language contact dynamics, historical evolution, and cultural exchange
in Asia, one that is based on linked data technology.

Keywords: portuguese, ontolex, language contact, lexicon

1. Introduction

In the current article, we introduce a novel lexi-
cal resource titled Cultural Heritage and Multilin-
gual Understanding through lexiCal Archives
(CHAMUÇA) that is currently under preparation.
The intention behind the resource is to describe
the impact that the Portuguese language has had
on the lexicons of the languages of Asia, with an
initial focus on those of South Asia. CHAMUÇA,
when complete, will consist of lexicons of Por-
tuguese borrowings in each of the target lan-
guages covered by the resource along with a Por-
tuguese language lexicon containing detailed infor-
mation on each single etymon mentioned in the
other lexicons. CHAMUÇA will be published on
both in TEI-XML and as linked open data; in the
current submission, we will focus on the latter. As
we detail below, CHAMUÇA is informed by a num-
ber of relevant lexical and scholarly sources includ-
ing pre-existing dictionaries, research articles and
monographs, however, it will be based directly on
open-source lexical resources such as Wiktionary
and Wikidata. In turn, it will be published with a
Creative Commons Attribution licence. The inten-
tion is for CHAMUÇA to be an open-source lexi-
cal resource that will be expanded through crowd-
sourcing.

We begin this article by presenting the back-
ground to the project and motivating the need for
such a resource in the first place. Then we will go

into some more details on the planned resource
itself, including the languages in which we will be-
gin by covering and the kinds of information which
we plan to include. We also highlight those as-
pects of CHAMUÇA which are potentially of most
interest to the linguistic linked data community. In
addition, an example is presented from the Por-
tuguese and Hindi lexicon to illustrate the content
of CHAMUÇA.

2. Historical and Linguistic
Background

Portuguese has a lengthy history of influence in
Asia, stemming from the presence of Portuguese
traders and colonists on the continent, traceable
back to the 15th century and figures such as Pêro
da Covilhã and Vasco de Gama. It is arguable
that, with the very obvious exception of English,
no other modern European language has had as
much impact as Portuguese on the lexicons of the
languages of, at least, South Asia. This influence
can often manifest itself culturally in interesting
and perhaps unexpected ways. One such exam-
ple is the lexical unit balti which refers to a variety
of Punjabi cuisine which is popular in the United
Kingdom1.

This borrowing, which entered British English

1https://visitbirmingham.com/
inspire-me/areas/balti
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from Hindi/Urdu a few decades ago, ultimately
derives from the Portuguese lexical unit balde
‘bucket’. A detailed history of language contact be-
tween Portuguese and the languages of Asia and
the formation of Portuguese language creoles, as
well as a survey of previous work in this area, can
be found in Cardoso’s seminal article (Cardoso,
2016).

In the current work, we focus on borrowings into
pre-existing Asian languages resulting, directly or
indirectly, from this historical contact rather than on
Portuguese creoles. These borrowings range from
a handful of lexical units in languages such as Ti-
betan to languages with hundreds of Portuguese
borrowings. It is interesting to note that although
Hindi and Urdu, two of the most widely spoken lan-
guages in South Asia, only feature a few dozen
borrowings from Portuguese (and these are gen-
erally shared by both languages), a good num-
ber of these are common everyday words: e.g.,
those for key (chabi), room (kamra), and even the
word for English (ingrez). Other languages, such
as Sinhala and Malayalam exhibit a much more
substantial Portuguese lexical influence, reflecting
a greater level of contact with Portuguese traders
and colonists. Cardosos’s article (Cardoso, 2016),
and indeed research in this area in general, is
heavily in debt to the work of the turn of the century
scholar Sebastião Rodolfo Dalgado, and in partic-
ular his lexicon of Portuguese borrowings in Asian
languages (Dalgado, 1913), a work which has had
a significant influence on CHAMUÇA.

3. CHAMUÇA as Lexical Resource

3.1. The Why and How
Many interesting questions arise from the borrow-
ings discussed in the previous section, consider-
ing various linguistic, historical, and cultural fac-
tors. While it is true that some of the information
that could be used to respond to such questions
is currently only available in print (non-digitized)
resources or behind paywalls, a lot of it is cur-
rently available online and, in many cases, un-
der an open license via sites as Wiktionary and
Wikipedia2. In this latter case, however, the infor-
mation can either be incomplete, or unavailable in
a structured form that can be easily queried us-
ing formal languages such as SPARQL. This is
where CHAMUÇA enters the scene. The idea is
precisely to create a structured lexical resource
of Portuguese borrowings into Asian languages:
one that is initially bootstrapped using open pub-
licly available sources. In particular, we will make

2see for instance https://en.wikipedia.
org/wiki/List_of_Sinhala_words_of_
Portuguese_origin

use of Wiktionary, and its RDF version DBnary
(Sérasset, 2015), for basic linguistic and grammat-
ical information. This will be augmented by fur-
ther relevant lexical information, such as corpus
frequency data for the borrowed words using con-
temporary corpora for the languages in question,
example sentences, more detailed domain label
information, and alternative etymologies. It is im-
portant to emphasise that the authors of this sub-
mission – who are also the core contributors to
this work – include not only speakers of the lan-
guages covered by the first version of CHAMUÇA
but linguists and lexicographers who have worked
with the languages in question as experts (includ-
ing Portuguese) and will be able to curate the in-
formation that is included in CHAMUÇA, thereby
adding scholarly value to the resource.

We have initiated our work on CHAMUÇA by fo-
cusing on the South Asian languages Urdu/Hindi,
Sinhala, Tamil, Gujarati and Bengali. The plan is to
open CHAMUÇA up to crowd-sourcing (initially via
Github) to allow the addition of more words, more
lexical information and more languages (again,
this information will be checked and curated by the
experts working on CHAMUÇA). The plan would
be eventually to create an updated version of Dal-
gado’s lexicon of Portuguese borrowings in Asian
languages. One could ask whether such a re-
source is really necessary in the age of LLMs.
However, after having carried out several exper-
iments with ChatGPT, we found that it was very
often unreliable with the kind of lexical information
we were interested in; in short, then, the answer is
yes.

From a high-level, architectural, perspective,
CHAMUÇA is a lexical resource, where we under-
stand this term as it is defined in the 2008 version
of the Lexical Markup Framework standard (Fran-
copoulo, 2013), that is, as a container for one or
more lexicons. In our case, each separate lexi-
con belongs to a different language and consists of
lexical units borrowed from Portuguese, or at least
units which can plausibly be said to have been bor-
rowed from Portuguese (since some words have
conflicting etymologies)3. We decided to publish
our resource in linked data because aside from the
more general benefits of publishing data in a struc-
tured format and using a recognised standard4, the
graph-based RDF model seems to be ideal for a re-
source structured in the way that CHAMUÇA is –

3That is, aside from the obvious case of the
CHAMUÇA lexicon for Portuguese which contains lex-
ical information on the Portuguese etymons which are
featured in the other CHAMUÇA lexicons.

4Benefits which we would also have from publishing
the resource solely in TEI-XML, a format which human-
ists and especially lexicographers tend to be more com-
fortable with, or at least less suspicious of.
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Figure 1: CHAMUÇA as a lexical resource

this becomes especially clear when one considers
the power of the graph traversal-based SPARQL
query language. In addition, RDF makes it easy
to link to other kinds of resources (we intend to
link CHAMUÇA to other, non-linguistic linked data
resources including historical/geographical ones).
In modelling CHAMUÇA as linked data, and more
generally, as a structured dataset in the first place,
we began by thinking about the kinds of questions
(competency questions) that a user might ask of
such a resource, e.g., those relating to which do-
mains the borrowed words tend to belong to in a
given language and how this changes across lan-
guages (and what this can tell us about the par-
ticular historical conditions of cultural contact for
that given language) or those relating to the extent
to which phonological, grammatical and semantic
features are preserved (such as gender) or altered
in different languages. This determined both what
we intended to include as well as how it would be
structured. At the time of writing, we have gen-
erated the first version of our Portuguese, Hindi
and Urdu lexicons in RDF. Before we describe the
dataset itself, we note the following points of inter-
est for the linguistic linked data community:

• CHAMUÇA will cover (non-European and in
some cases non-European and non-Indo-
European) languages that currently don’t
have many resources dedicated to them in
the LLOD cloud (as well as being lesser-
resourced languages more generally). Build-
ing OntoLex lexicons for these languages will
help us, among other things, in understanding
the extent to which different kinds of linguistic

phenomena associated with these languages
can be described by this model.

• CHAMUÇA is a kind of specialised lexical re-
source (a lexical resource consisting of lexical
borrowings from a single language that has
a strong cultural and historical interest) that
so far has not been represented in the LLOD
cloud, and which hasn’t yet been covered in
any existing OntoLex reports or sets of guide-
lines and best practices.

• CHAMUÇA will serve as a test case for the
structuring of etymological information in a
way that can be easily queryable.

• CHAMUÇA will allow us to further develop pre-
vious work on domain labelling5 carried out by
some of the authors of the current submission
as part of a Short Term Scientific Mission for
the Nexus Linguarum COST action6 – since
we plan to add domain labels explicitly to our
data, informed by the approach set out in (Sal-
gado, 2022).

In particular, we intend to contribute to current ef-
forts in the BPMLOD W3C group7 on the creation
of guidelines and best practices for LLD for tasks
related to each single point listed above (Khan
et al., 2022). In particular, we intend to create a
series of metadata patterns for specifying the rela-
tionship of single resources with others both within
the resource (in our case a single lexical resource
and component lexicons) and external resources
from which a given LLD lexical resource has been
derived.

3.2. Generating a First Version of
Chamuça

As a first experiment, we converted our initial
dataset, composed of lexicons for three lan-
guages, Portuguese, Hindi and Urdu into linked
data using the OntoLex vocabulary; for now the
information in these lexicons derives principally
from Wiktionary, although as mentioned above we
plan to augment this with additional information in
future. Our data was originally stored as a TSV
file which was used to generate the RDF sources
(and which will be used to generate the TEI-XML
too) via a Python script8. The result is a first

5https://github.com/anasfkhan81/
EncodingDomainLabelsRDF/blob/main/
Guidelines.md

6https://nexuslinguarum.eu/
7https://www.w3.org/community/bpmlod/
8We intend to make the RDF files available by the

time of the workshop, for various logistical reasons we
weren’t able to make them available by the time of sub-
mission.
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version of Chamuca-RDF which consists of four
separate files chamuca_lexical_resource,
chamuca_pt_lexicon, a lexicon of Por-
tuguese etymons, chamuca_hi_lexicon, a
lexicon of Portuguese borrowings into Hindi,
and chamuca_ur_lexicon, a lexicon of Por-
tuguese borrowings into Urdu. As mentioned
above chamuca_lexical_resource is a
container for the three OntoLex lexicons, and
will contain lexicons for other languages when
they are ready. Since there is no specific class
for lexical resources in OntoLex we have made
chamuca_lexical_resource a subclass of
DCAT:dataset from the Data Category Vocab-
ulary9. We link chamuca_lexical_resource
to its component lexicons using the Dublin Core
hasPart.

:chamuca_lexical_resource a dcat:dataset ;
dct:hasPart

chamuca_hi_lex:,
chamuca_ur_lex: ;
chamuca_pt_lex: ;

dct:language
”hi”, ”pt”, ”ur” ;

dct:license
<https://creativecommons.org/licenses/by/4.0/>;

dct:title
”chamuça”@eng .

In order to show the relationships between sepa-
rate lexicons and the kinds of information which
this first iteration of the language resource con-
tains, we look at a single entry in Portuguese
and its corresponding entry in the Hindi lexicon.
The entry for câmara meaning ’chamber’ (at
least in its primary sense câmara_sense_1) in
chamuca_pt_lex is as follows:

:câmara_entry a ontolex:LexicalEntry,
ontolex:Word ;

lexinfo:gender lexinfo:feminine ;
lexinfo:partOfSpeech

lexinfo:commonNoun ;
ontolex:canonicalForm :câmara_lemma ;
ontolex:lexicalForm :câmara_plural ;
ontolex:sense :câmara_sense_1,

:câmara_sense_2,
:câmara_sense_3,
:câmara_sense_4,
:câmara_sense_5,
:câmara_sense_6,
:câmara_sense_7 .

The entry for कमरा (kamra) ’room’ the Hindi
word corresponding to câmara is as follows:

9https://www.w3.org/TR/vocab-dcat-3/

:कमरा_entry a ontolex:LexicalEntry,
ontolex:Word ;
lexinfo:etymologicalRoot

chamuca_pt_lex:câmara ;
lexinfo:gender lexinfo:masculine ;
lexinfo:partOfSpeech

lexinfo:commonNoun ;
rdfs:seeAlso

chamuca_ur_lexicon:kamra ;
ontolex:canonicalForm

:कमरा_lemma ;
ontolex:lexicalForm

:कमरे_dp_form_कमरा,
:कमरे_os_form_कमरा,
:कमरे_vs_form_कमरा ;
:कमरो_vp_form_कमरा,
:कमराें_op_form_कमरा ;

ontolex:sense
:कमरा_sense .

From the preceding, one can see that the word
switched its grammatical gender in entering Hindi,
this is not unusual since the ’-a’ ending in Hindi and
Urdu is usually associated with masculine nouns
(with the opposite being true in Portuguese). Our
immediate plans are to add a fuller etymology for
each Portuguese etymon, as well as having an ex-
ample sentence for each word in the target lan-
guages along with corpus frequency and attesta-
tion data, using the Frequency Attestation and Cor-
pus module of Ontolex, currently under develop-
ment.

4. Future Work and Conclusion

In this article, we have introduced our ongoing
development of CHAMUÇA, a novel lexical re-
source documenting the Portuguese influence on
various Asian languages, with an initial focus on
South Asian languages. By leveraging linked
data principles and the OntoLex vocabulary, we
have structured CHAMUÇA to facilitate accessi-
bility, interoperability, and queryability. Through
our efforts, we have transformed initial datasets
into Chamuça-RDF, comprising lexicons for Por-
tuguese, Hindi, and Urdu. This structured repre-
sentation will potentially enable us to explore re-
lationships between lexicons and delve into bor-
rowed word domains across languages. Moving
forward, CHAMUÇA holds the promise of being
a valuable resource for linguistic research, histori-
cal inquiry, and cultural understanding. Ultimately,
CHAMUÇA is intended to stand as a testament
to the collaborative efforts of linguists, lexicogra-
phers, and language enthusiasts in preserving and
exploring the rich tapestry of linguistic interactions
between Portuguese and Asian languages.
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Abstract
We are presenting LODinG – Linked Open Data in the Humanities (abbreviated from Linked Open Data in den
Geisteswissenschaften), a recently launched research initiative exploring the intersection of Linked Open Data (LOD)
and a range of areas of work within the Humanities. We focus on effective methods of collecting, modeling, linking,
releasing and analyzing machine-readable information relevant to (digital) humanities research in the form of LOD.
LODinG combines the sources and methods of digital humanities, general and computational linguistics, digital
lexicography, German and Romance philology, Sinology, translatology, cultural and literary studies, media studies,
information science and law to explore and expand the potential of the LOD paradigm for such a diverse and multidis-
ciplinary field. The project’s primary objectives are to improve the methods of extracting, modeling and analyzing
multilingual data in the LOD paradigm; to demonstrate the application of the linguistic LOD to various methods
and domains within and beyond the humanities; and to develop a modular, cross-domain data model for the humanities.

Keywords: Linked Open Data, Humanities, Digital Humanities, Knowledge Graphs

1. Background

The potential of implementing the Linked Open
Data (LOD) paradigm in the field of (Digital) Human-
ities is immense and has already been discovered
by many scholars (Zhao, 2023). The interconnect-
edness of data from different, even seemingly un-
related disciplines has already allowed for a more
comprehensive description of linguistic, cultural,
sociological, and/or historical phenomena, often
providing previously unnoticed contexts. A key find-
ing of (Zhao, 2023) is that fields such as linguistics
or actors like libraries have been producing new
LOD resources for some time; however, projects
emerging from other areas of the humanities primar-
ily use existing LOD resources to uniquely identify
and disambiguate entities relevant to their domain,
but only rarely produce substantial new LOD re-
sources themselves.

Despite the availability of conceptual reference
models (such as CIDOC-CRM; (Faraj and Micsik,
2021)), ontology representation frameworks (e.g.,
OWL) and Semantic Web technologies (e.g., RDF;
(Hitzler, 2021)), different disciplines in the humani-
ties develop independent ways of categorizing enti-
ties. In the humanities, the domain-specific termi-
nology often circulates within a particular area of
research and rarely takes advantage of conceptual
interlinking of uniquely-identified items. Descriptive
studies that refrain from placing their entities within
the structures of a formalized ontology significantly
reduce their interdisciplinary potential and leave
the opportunities that lie in knowledge networks
undiscovered. Furthermore, the lack of presence of

linguistic LOD (LLOD) across the disciplines canon-
ically associated with the humanities limits the ex-
isting data to digitally-structured sources only and
renounces the methods that can benefit from the
exploration of robust knowledge graphs (KGs).

Relevant work specifically at the intersection of
literary studies and LOD is emerging recently, such
as the GOLEM project (Graphs and Ontologies
for Literary Evolution Models) at Groningen Univer-
sity (Pianzola et al., 2023) or the MEDIATE project
at Radboud University (Montoya, 2021). Similarly,
initiatives such as the one aiming to ’lodify’ the Eu-
ropean Literary Text Collection (ELTeC) Odebrecht
et al. (2021) are building bridges between linguis-
tics and literary studies (Ikonić Nešić et al., 2022;
Schöch et al., 2021). LODinG, however, takes up
and expands on the questions opened by its preced-
ing research initiative, i.e., MiMoText – Mining and
Modeling Text (2019-2023) hosted by Trier Univer-
sity and coordinated by the Trier Center for Digital
Humanities (TCDH). LODinG’s predecessor has de-
veloped a KG for the domain of the French novel of
the Enlightenment, the MiMoTextBase. The project
team used computational methods to extract infor-
mation from a wide range of sources – from biblio-
graphic resources and primary texts from the 18th
century to current research literature (Schöch et al.,
2022). The information ranges from bibliographic
data (such as places and dates of publication) to
book formats, themes, narrative locations, protag-
onists and sentiment trajectories or stylistic simi-
larities between texts. The LOD paradigm allows
this heterogeneous information to be linked to form
a common body of knowledge. Its contents are
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formally modeled and linked to each other. In ad-
dition, the extracted information is also linked to
external knowledge resources such as Wikidata.
The numerous query options that this allows – in-
cluding federated queries originating from both Mi-
MoTextBase and Wikidata – open up entirely new
perspectives on both well-known and lesser-known
literary-historical knowledge. With LODinG, we can
now extend this paradigm to a much wider range
of domains within and beyond the humanities.

Against this background, the presented project
LODinG – initiated by a group of researchers at
Trier University, Germany, and coordinated by the
Trier Center for Digital Humanities — aims to ex-
plore the potential of the LOD paradigm at the in-
tersection of qualitative and quantitative studies in
the humanities. The project seeks to enrich the
methods of annotation and information extraction
applied to domain data relevant to a range of fields
in the humanities. The initiative is currently explor-
ing the potential of bridging multiple semi-structured
datasets using formally-modeled, domain-adapted
and modular ontologies and taxonomies pertinent
to literary studies, linguistics, digital lexicography,
scholarly editing, media studies, scientometrics and
law. The LOD paradigm is a cornerstone of inno-
vation in (digital) humanities. It enables the linking
of multidisciplinary data using a coherent ontolog-
ical classification and interoperable formats. The
project aims to promote the interdisciplinary and
transparent research supported by state-of-the-art
data management infrastructure driven by knowl-
edge networks. Overall it aims to bring a new qual-
ity of interdisciplinary reasoning to the area of data
science and the humanities.

2. Objectives

The presented project emphasizes an interdisci-
plinary approach to building a modular ontology
using LOD. It combines the methods commonly
used to build, explore and query knowledge net-
works with the apparatus traditionally employed
in Natural Language Processing and Information
Retrieval. Furthermore, LODinG aims not only to
explore the potential of existing digital resources
in the context of LOD but also to generate, publish
and integrate new resources. Finally, the project
aims to demonstrate the potential of linguistic LOD
for innovative research endeavors in the human-
ities. To further present the potential of LOD in
interdisciplinary research, LODinG bridges multi-
modal and multilingual areas of study, including
Romance studies, German studies, Sinology and
law, and demonstrates the possibilities arising from
computing multimodal KGs embedded in linguistic,
literary, cultural and legal contexts.

The LODinG project conceptualizes and deploys

the knowledge networks that enable querying, sta-
tistical analysis, data visualization, and linking to
open datasets via formal modeling of entities and
properties and the application of a modular, human-
generated ontology. At the conceptual level, we
use named entity recognition and other information
retrieval tasks to provide entities (such as people,
places, organizations, motifs, methods, works or
themes, etc.) with unique identifiers and labels that
allow us to build robust linked knowledge networks.
Furthermore, with the application of LOD, the al-
ready existing criteria for classifying the entities
and creating typologies can be easily inspected
to reconsider their analytical value. Such an ap-
proach helps to strike a balance between typologies
driven by too many categories, resulting in overly
specific information, on the one hand, and too few
categories, carrying the risk of deriving inaccurate
generalizations, on the other.

3. Areas of activity

LODinG is organized in closely interlinked areas
of activity, each focusing on different aspects of
linguistic LOD (LLOD). In the scope of LODinG,
we will explore the enormous potential of LOD for
innovative research in the humanities with a focus
on linguistics, law, as well as literary, cultural and
media studies.

The first research area focuses on the lexical
level of the language system and examines the
neologisms coined as a result of the Covid pan-
demic crisis. This work bridges the fields of German
lexicology and digital lexicography. In addition to
studying recent lexical phenomena, this subproject
introduces a diachronic perspective by taking into
account historical lexicons rich in pandemic-related
vocabulary (Zacherl, 2022). This sub-project ap-
plies LOD and LLOD methods based on the se-
mantics by reference (McCrae et al., 2012; Cimiano
et al., 2020) framework. The research agenda of
this subproject also includes the exploration of the
semantic domain related to infections and diseases
through the prism of standard Semantic Web data
(Wandl-Vogt and Declerck, 2014). The diachronic
perspective on established synsets would enable
tracing of lexical changes of the analyzed set of
lexemes as well as multiword expressions semanti-
cally related to infectious diseases. Furthermore,
this subproject of LODinG emphasizes the impor-
tance of the representation of dictionary entries in
the linguistic LOD framework and provides support
for the integration of lexicons into the Semantic
Web (Passarotti et al., 2020; Khan et al., 2022; Lin-
demann et al., 2022) .

The second area of research in LODinG focuses
on the terminology frequently used in historical med-
ical and botanical sources from the early modern
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period of Romance and Germanic texts. In addi-
tion to linguistic LOD, this subproject is based on
the methodological apparatus of translatology and
scholarly editing in a LOD context (Spadini et al.,
2021). This work package aims to compare his-
torical sources containing standardized botanical
nomina propria from different languages. The com-
parison will be done through direct source-target
translation and interlanguage interference. The use
of the latter approach may reveal the influence of
an intermediate language that is typologically and
phylogenetically distant the from source and target
languages on equivalent matching in translation.
Several historical sources dating back to the 16th

century have already been digitized in the prepara-
tory stage for this analysis (Moulin, 2018). The
use of supervised OCR and LLOD methods will en-
able the triangulation of quantitative and qualitative
analyses planned for this project.

The third area of work combines the methods of
digital humanities and computer science. This sub-
project focuses on extracting statements related e.g.
to datasets, methods and results, utilizing, in part,
the OpenAlex resource. Currently, the production of
scientific works far exceeds the reading capacity of
researchers and research teams. Traditional index-
ing solutions, such as keywords, abridged abstracts
and reviews often fail to address central questions
of publications. Algorithmic, scalable methods of
information extraction and synthesis are becoming
increasingly important, supporting semantic pub-
lishing (Shotton, 2009; Schöch, 2021; Verma et al.,
2023). To address the question of the lack of so-
called semantic statements, this subproject aims
to employ the LLOD methods in combination with
manual tagging and machine content retrieval to se-
mantically annotate a collection of works spanning
across the field of the humanities. The subproject
focuses on transforming abstracts and keywords
into a limited number of machine-readable LOD
statements (Metzger et al., 2011). This subproject
partly departs from the OpenAlex platform, that
contains metadata and LOD statements, but so far
is lacking a systematic domain-dependent content
modelling and a solid architecture of a formal ontol-
ogy. The identified area for improvement and LOD-
inG’s involvement is to supplement the available
data with content analyses and provide additional
domain-specific context.

The fourth area of work builds upon the previ-
ous subproject and combines sinology with com-
puter science. It focuses on scientific literature
published in Modern Standard Chinese and con-
verts its findings into machine-readable synthetic
LOD statements. This work will compare the per-
formance of entity extraction methods excerpted
from the source language on available non-Chinese
sources. The analyses of information extraction will

be conducted from a cross-linguistic perspective.
The project aims to develop language-specific tools
for information extraction and synthesis. The goal
is to provide non-Chinese readers with a toolkit
to discover Chinese-language scholarly literature
based on linguistic LOD. This approach provides
an alternative to common machine translation solu-
tions, which often lack high-quality training data that
involves matching specialized terminology across
multiple languages.

The fifth subproject introduces the synergy be-
tween cultural studies and Natural Language Pro-
cessing. The material of focus, namely wine labels,
consists of items that are constrained to a specific
domain and often combine text and image. The co-
herence between the text and image on wine labels
varies, sometimes resulting in the juxtaposition of
opaque concepts that do not clearly correspond
with one another. This is a good starting point for
investigating the potential of combining text and
image analyses to build more robust KGs. The sub-
project employs textual content and images from
wine labels to develop robust multimodal knowl-
edge representation networks. Today, some Large
Language Models (LLMs) are trained using multi-
modal data that combine lexical input and images
(Wu et al., 2023; Zhang et al., 2024). This means
they support multimodal indexing processes, where
text and image recognition can benefit from each
other. The challenge is to harness the power of gen-
erative LLMs to make them sufficiently robust and
predictable to create standards-based LOD. Thus,
the objective of this subproject is to investigate the
potential of this method for indexing collections of
wine labels scraped from the web. The subproject
aims to create a more generalizable process by
starting with in-domain source material that could
then be extended to other types of sources such
as postcards, geographical maps, advertisements,
or book illustrations.

The sixth area of work focuses on the conceptual
indexing of multilingual European texts. The pri-
mary goal of this subproject is to develop a multilin-
gual parallel corpus of European legal texts themat-
ically related to digitization processes, datasets and
digital data processing (such as Digital Services
Act, Regulation EU 2022/2065). This work package
aims to identify differences in legally-binding termi-
nology among all official EU languages. Addition-
ally, using LOD, the subproject will develop meth-
ods for transparent equivalent matching, supported
by conceptual indexing. To accomplish these objec-
tives, this work package includes the following con-
secutive steps: automatic sentence-level alignment
of legal texts; identification of key jurisprudential
concepts and their integration into the LOD frame-
work; multilingual annotation (both manual and au-
tomatic) of the identified concepts; and concept-
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driven search to identify mismatches across se-
lected languages. This workflow is based on a set
of similar tasks involving a multilingual corpus that
comprises translations of an 18th-century legal text
(Bretschneider et al., 2020). Such an approach en-
ables the identification of contextual or conceptual
discrepancies across multiple languages, which is
particularly important in legal texts.

The seventh area of work in LODinG exhibits a
cross-sectional character. Its aim is to integrate
the standardized entries of all above-mentioned
work areas into a modular ontology that supports
federated queries (Shimizu et al., 2023, 2022; Cimi-
ano et al., 2020). This will be accomplished by
using established techniques for constructing ontol-
ogy and metadata structures, glossing, cataloging,
employing semantic networks, and comparing tax-
onomies (Borek et al., 2021). We plan to contribute,
wherever possible, to recent and emerging initia-
tives that strengthen the alignment of vocabularies
and KGs and the potential of federation (Steller
et al., 2024). The subproject aims to integrate
both domain-specific and cross-domain general el-
ements. Currently, only a limited set of predicates
are being used across domains, such as person,
place, publication, discipline, century, country, or
continent. To bridge domain- and discipline-specific
entities, a larger set of predicates will be imple-
mented including methods, procedures, epochs,
subdomains, phenomena etc. (Bodard, 2021; Bur-
rows and Nurmikko-Fuller, 2020). We aim to em-
ploy Wikidata identifiers along with other avail-
able authority file data allowing for the enhance-
ment of KGs. Striving for a balance between a
project-specific micro-perspective and an overarch-
ing macro-perspective, the objective is twofold: (1)
to utilize and develop domain-specific resources
to generate new research perspectives, and (2)
to support and promote overarching integration
in the LOD paradigm enabling cross-disciplinary
and cross-domain linking and reuse of information
(Brown, 2022; Santini et al., 2024).

The final work area focuses on developing tech-
nical solutions necessary to achieve the project’s
goals. This cross-cutting area aims to create an
environment that promotes interoperability of data
curated in the above-mentioned subprojects. This
work area also aims to ensure the quality of re-
search data management strategies used by LOD-
inG. Furthermore, this infrastructural project aims
to create interfaces for unstructured data, enabling
non-standard formats to adapt to the LOD frame-
work. The tools developed within the scope of this
work package will allow for data annotation using
standardized classifiers and facilitating interlinking
between disciplines traditionally associated with
the research area of the humanities.

A further goal of this work area is to examine

the intersections between information extraction,
ontology design, KG engineering and artificial in-
telligence. We plan to host several local Wikibase
instances and to anchor LODinG in the Wikibase
ecosystem (Diefenbach et al., 2021; Faulhaber,
2022; Simons, 2023; Rossenova, Lozana et al.,
2023). Through our membership in the Wikibase
Stakeholder Group, we aim to further contribute
to this environment and develop its workflows and
tool chains, for example, to semi-automatically con-
vert exports from the semantic annotation tool IN-
CEpTION or manual annotations from the virtual
research environment FuD into LOD statements
(Klie et al., 2018; Bamberg et al., 2023).

4. Anticipated Results

The LODinG initiative is still in its early stages, hav-
ing been launched only at the beginning of 2024.
However, we can outline several areas in which we
anticipate results and outcomes. These areas per-
tain to domain-specific results from various work ar-
eas, capacity building and networking. Additionally,
a modular cross-domain ontology for the humani-
ties is proposed. LODinG aims to research, design,
and publish interconnections between various stan-
dards, practices, knowledge domains, tools, and
models with different focal points. The research
will introduce and exemplify new applications of
LOD within and across various disciplines in the hu-
manities, while also rethinking LOD as a research
paradigm. The LOD framework is expected to be
suitable for both qualitative (hermeneutic and con-
textualizing) and quantitative (algorithmic and sta-
tistical) research, making it attractive to scholars
from various areas of the humanities.

LODinG focuses on using LOD for multilingual
and multimodal resources. The project aims to
enrich a set of indexed entities involving several
languages, addressing the dominance of English in
models and tools for information extraction. Further-
more, LODinG has potential in multimodal applica-
tions of LOD, such as combining lexical information
with images.

The experiences from the undertaken tasks will
be documented extensively to provide guidance
for other projects or published as best practices
guidelines. The presented project offers an inter-
disciplinary platform to explore the effectiveness
and necessity of domain-specific solutions, as well
as the potential for holistic linguistic LOD infrastruc-
tures.

The novelty of LODinG lies in combining quantita-
tive and qualitative research methods from various
fields in the humanities with the LOD paradigm. We
believe that such a multidisciplinary orientation of
our research project has a potential to open a new
chapter in digital humanities.
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Abstract

Over the past few years, the deployment of Linked Open Data (LOD) technologies has witnessed significant
advancements across a myriad of sectors, linguistics included. This progression is characterized by an exponential
increase in the conversion of resources to adhere to contemporary encoding standards. Such transformations are
driven by the objectives outlined in "ecological" methodologies, notably the FAIR data principles, which advocate
for the reuse and interoperability of resources. This paper introduces the solutions devised within a nationwide
collaborative research project aimed at integrating techniques and methodologies from the conventional study of
epigraphic materials, computational lexicography, semantic web, and other digital humanities subfields. It details its
services, utilities, and data types and shows how it manages to produce, exploit, and interlink LLOD and non-LLOD
datasets in ways that are meaningful to its intended target disciplinary context, i.e. historical linguistics over epigraphic
data. The paper also introduces how DigItAnt services and functionalities will contribute to the empowerment of a
recently started Italian infrastructure cluster project devoted to the construction of a nationwide federation of research
infrastructures for the humanities and cultural heritage, and in particular to its pilot project towards establishing an
authoritative LLOD platform.

Keywords: Historical linguistics, Services for linguistics technologies, LLOD, Ontolex-lemon, Digital epigra-
phy

1. Introduction

The recent years have witnessed a significant tech-
nological evolution, accompanied by a parallel
methodological development in data processing
and utilization. Linguistic technologies, in particu-
lar, have seen substantial growth, exemplified by
the advancement of expansive linguistic models
and tools like ChatGPT. This growth extends to
various technological domains within linguistics, in-
cluding the creation and enhancement of linguistic
resources. The increasing adherence to FAIR prin-
ciples (Wilkinson et al., 2016) and the utilization of
Linked Open Data (LOD) (Yu, 2011) have facilitated
the emergence of numerous projects, generating
valuable resources that have enriched the current
data landscape.

Guided by the strategic roadmaps of the Euro-
pean Union and directives from higher institutions,
the prevailing policy direction emphasizes data sus-
tainability (European Commission and Directorate-

General for Research and Innovation, 2016). The
principle here is not to generate data from scratch
but to reuse and encode data in a standard format
that ensures interoperability for specific applica-
tions.

Within the ItAnt project (Marinetti et al., 2021),
the DigItAnt platform positions itself within this sci-
entific framework. It aims to establish methodolo-
gies and services for creating linguistic resources
in LLOD compliant formats for a specific and multi-
disciplinary area such as digital epigraphy, with a
particular focus on historical linguistic aspects.

This initiative, which will be discussed in detail
in subsequent paragraphs, is also becoming part
of a large infrastructural project named H2IOSC
(Humanities and Heritage Italian Open Science
Cloud)1, the ambition of which is to federate all na-
tional research nodes into a single entity. DigItAnt’s
role within H2IOSC is to contribute to piloting the
CLARIN-IT LLOD platform by providing a set of web

1https://www.h2iosc.cnr.it/home/
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tools that would allow users to create/update/revise
LOD compliant lexical resources (for digital epigra-
phy) and interlink them with other materials such as
digital editions of testimonies, other available LOD
lexical and/or conceptual datasets, bibliographic
information and common shared vocabularies.

2. Context

This work has been carried out within a 3-year col-
laborative research project dedicated to expand
and advance existing scientific knowledge about
the archaic languages of ancient Italy. The Lan-
guages and Cultures of ancient Italy. Historical
Linguistics and Digital Models project (ItAnt hence-
forth) is thus situated at the crossroad between
digital epigraphy and historical linguistics, fields
that have experienced significant advancements
through numerous interesting projects. In many
of these projects, the utilization or publication of
linked data is described as presenting opportuni-
ties for further growth. However, tools like EFES
(Bodard and Yordanova, 2020)2 and INCEpTION
(Klie et al., 2018)3 facilitate the publication and cre-
ation of resources - mostly annotated text corpora -
using encoding standards such as TEI-Epidoc (Bo-
dard et al., 2014)4 or CoNLL, but currently lack the
capability to directly produce Linked Open Data
(LOD) outputs. Similarly, resource access tools
like Institutional Cretan Inscriptions (Vagionakis,
2021) rely on XML technologies like EpiDoc with-
out intending to generate LODified outputs. Some
initiatives such as the Epigraphic Database Hei-
delberg5 and iSicily6 (Prag and Chartrand, 2019)
recently have leveraged the ability to link data from
inscriptions to other data sources (e.g., DbPedia7)
and have used controlled vocabularies (Pleiades8,
Geonames9, Trismegistos10) for semantically pre-
cise and updated metadata annotation (Grieshaber,
2019), but still deliberately do not produce or pub-
lish LOD datasets. Within these contexts, spanning
epigraphy and other linguistic fields, a need has
emerged to tackle one of the most compelling chal-
lenges from both a technological and methodolog-
ical standpoint: to provide (web/virtual) environ-
ments enabling scholars to more easily create and
access resources available to the humanities public
following Open Science paradigms and methodolo-
gies promoting interoperability and re-usability. A

2https://github.com/EpiDoc/EFES
3https://inception-project.github.io/
4https://epidoc.stoa.org/
5https://edh.ub.uni-heidelberg.de/
6www.isicily.org
7https://www.dbpedia.org/
8https://pleiades.stoa.org/
9https://www.geonames.org/

10https://www.trismegistos.org/

project related to historical linguistics (specifically
to Latin) that fully adheres to LOD standards is the
LiLa: Linking Latin project (LiLa, for short)11, which
led to the development of various Latin lexical and
textual resources, alongside with a suite of tools
for analysis, resource linking, and utilization (Pas-
sarotti and Mambrini, 2021). Regarding tools, a
successful editor for RDF terminological resources
is VocBench (Stellato et al., 2015)12, which has
become one of the most comprehensive tools for
editing linked data resources in various formats
(primarily SKOS, but also Ontolex-lemon (McCrae
et al., 2017)), offering collaborative and infrastruc-
tural functionalities. The DigItAnt platform positions
itself between traditional databases and portals
in use in digital epigraphy environments and ad-
vanced tools like VocBench.

It represents the first endeavor to integrate func-
tionalities typical of epigraphic databases and web
annotation tools into a unified web environment
alongside lexicographic tools, facilitating the cre-
ation and editing of lexica, vocabularies, and the-
sauri, as well as to facilitate the interlinking of het-
erogeneous datasets and publish them as LLOD.

3. DigItAnt Architecture

The DigItAnt platform is developed within the ItAnt
project, in collaboration with the Ca’ Foscari Uni-
versity of Venice and the University of Florence.
Its main goal is to provide scholars with an online
environment for creating LOD-ready lexica for the
languages of ancient Italy starting from corpora
of inscriptions, either already published or autop-
tically investigated by the project, encoded in TEI-
EpiDoc format, and further enrich lexical informa-
tion by means of linking it to other existing relevant
datasets, such as bibliographies and possibly re-
lated external lexical resources.

Its service-oriented architecture showcases a
dual nature: on the one side, a web application,
EpiLexo (Mallia et al., 2023) has been developed
to facilitate the editing and accessing of lexical-
conceptual data from a triple store (access and
manipulation of this data is mediated by a back-
end module called LexO-server (Bellandi, 2019),
which manages the database triples) and data in-
gested from XML editions of inscriptions encoded
according to the TEI-EpiDoc standard (access and
manipulation of this data is handled by the back-
end module CASH-server (Zavattari and Tommasi,
2021)). On the other side, a second web application
retrieves the data edited and produced by the previ-
ous editing interface, making it accessible to users
without any need for authentication. To support

11https://lila-erc.eu/
12https://vocbench.uniroma2.it/doc/dev/
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Figure 1: The DigItAnt software architecture

these back-end services, two types of APIs have
been prepared: public and private. Only the APIs
that allow data retrieval have been made openly
available, while editing APIs require an authenti-
cation token obtained through user registration13.
The modular architecture proposed for this project,
moreover, as opposed to existing monolithic solu-
tions, potentially allows for various customization,
esp. on the front-end side, and improves the ap-
plication’s usability should any of the various back-
end services cease to function or become super-
seded. Furthermore, container technology (specifi-
cally, Docker) was chosen to make all applications
and services "atomic" and independent from each
other. This approach enabled the step-by-step con-
struction of essential components, ranging from
the graphical interface to the services for manag-
ing LOD data and inscriptions, ultimately leading to
the underlying schema (see Figure 1).

In addition, the implementation of authentica-

13The exploration interface will be publicly launched
and opened upon finalization of the corpus and lexical
data at the end of the project (July 2024).

tion via KeyCloak14 facilitates role mapping among
users and makes the platform easily intergratable
into federated infrastructural environments. An-
other important functionality, currently embedded
in the LexO-server, is the ability to query exter-
nal SPARQL endpoints to facilitate linking internal
items to external salient resources. The current
system offers as a proof-of-concept direct query-
ing to the LiLa endpoint15 for linking Latin cog-
nate words, etymons and etymologies; specifically,
Proto-Indoeuropean and Protp-Italic etyma can be
represented by linking directly to the correspond-
ing roots encoded in the The Etymological Dictio-
nary of Latin and the other Italic Languages in LiLa
(EDLIL) (Mambrini and Passarotti, 2020), while
Latin cognates can be linked to the correspond-
ing lemmas in the LiLa Lemma Bank (Passarotti
et al., 2020). However, the potential to connect with
other SPARQL endpoints exists16.

Beyond this stack lies the exploration and search
interface, which makes the data produced with the
editing tools accessible in a user-friendly way, and
offers a different user experience in comparison
to the default SPARQL endpoint, and thus poten-
tially serves different user profiles. In addition to
retrieving, filtering and visualizing data from single
back-ends of data sources, this interface acts as a
kind of middle layer, combining data from different
data sources/providers for conducting advanced
searches (which, in the current DigItAnt implemen-
tation include lexical data in LOD, inscriptions en-
coded in TEI-EpiDoc, and bibliographic references
from Zotero17).

Currently, the platform adopts a relatively sim-
ple solution for authentication, lacking a genuine
federated recognition system. User accounts are
custom-created, with rules and authorizations as-
signed at various levels for resource usage and
management. An interface panel facilitates the uti-
lization of these functions, closely integrated with
the Keycloak environment. Keycloak possesses
the technological capabilities to handle various fed-
erated access types through support for multiple
secure and legally compliant authentication pro-
tocols. Such capabilities should ensure smooth
future integration into existing research infrastruc-
tures’ AAI systems.

Additionally, certain aspects of both front-end
interfaces could be improved, particularly regard-
ing the mesh-up and integration of data coming
from different heterogeneous sources. For DigI-
tAnt Search, in particular, exploring different data

14https://www.keycloak.org/
15https://lila-erc.eu/sparql/
16For more details on the architecture, interfaces and

functionalities see also Quochi et al. (2022a) and Quochi
et al. (2022b)

17https://www.zotero.org/groups/2552746/itant_project/library
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Figure 2: The editing environment

visualization and arrangement possibilities is nec-
essary, depending on the linguistic context in which
this service is applied, such as developing tools for
information representation based on language or
linguistic material type. For the editing platform, an
instrumental tool would facilitate managing param-
eters for LOD material management (e.g., names-
pace management, workflows, projects, reposi-
tories, etc.), making the service accessible to a
broader user base.

Finally, it would be advantageous to explore the
capability to process a broader typologies of data
types and perform multiple computations using cer-
tain parameters, such as the selection of metadata
types ingested by the server handling texts, and the
ability to ingest significantly larger textual corpora
compared to the typically small inscriptions.

4. DigItAnt Data

Concerning data models, the platform mainly deals
with three heterogeneous data types:

1. lexical data modeled according to the Ontolex-
lemon and persisted in a GraphDB instance
via the LexO-server;

2. digital scholarly editions of inscriptions en-
coded according to the TEI-EpiDoc model
specifications and ingested from their XML se-
rializations;

3. a bibliographic dataset created and managed
via Zotero.

While inscriptions are encoded independently of
the editing platform and subsequently ingested as
ancillary resources to facilitate the representation of
lexica with appropriate attestations, lexica are gen-
erated through the platform itself and natively linked
to the inscriptions. Additionally, they are linked to
relevant bibliographic references via Zotero, and to
external lexical-conceptual resources (e.g., through
direct queries to the LiLa knowledge-base SPARQL
endpoint). Outputs primarily adhere to LLOD for-
mats, with the exception being the ability to export
the original XML editions of inscriptions annotated
with links to the related lexical forms at the token
level. Further details on the EpiDoc customization
adopted to address the specificity of the target epi-
graphical documentation can be found in Murano
et al. (2023). Notably, linking with the lexicon is
facilitated by the tokenization of each word form in
the original XML and the assignment of an @xmlid
to each token.

Lexica are at the core of the editing platform.
They are designed to be inherently LLOD-ready
by adhering to Ontolex-lemon for the model, and
LexInfo (Cimiano et al., 2011) for linguistic descrip-
tors, with minimal adjustments to accommodate the
special requirements for handling archaic, highly
fragmented languages, defined in a project specific
ontology.
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Figure 3: The exploration and search environment

Although digital humanities projects more often
adopt TEI XML formats for encoding dictionary data,
with TEI Lex-0 becoming a widespread choice, we
deliberately chose to model our lexica in Ontolex
mainly because: 1. our goal in ItAnt is not to retro-
digitize any traditional dictionary, rather to encode
the linguistic knowledge that expert scholars formu-
late on the basis of their interpretation and analysis
of the epigraphic texts; 2. for the sake of economy
and FAIRness, we wanted to be able to reuse (by
linking) available existing (LOD) knowledge; and 3.
we wanted to make our outcome actionably avail-
able to others. However, because in this project we
are dealing with Restsprachen, i.e. highly fragmen-
tary attested languages, from ancient Italy –such
as Oscan, Faliscan, Venetic, and Cisalpine Celtic–
we had to face and find solutions to a number of
lexicographic challenges.

First and foremost, because a full paradigm is
lacking, it is difficult to retrieve a ‘traditional’ lemma.
Therefore, lexical entries are associated with non-
normalized linguistic realization, and no canonical
form is formalized. Lexical Entries however still
have a label, which is used by the interface for
visualization purposes. Due to our limited knowl-
edge of these languages, it is also impossible to
provide a thorough description of the syntactic and
semantic features typically found in (computational)
lexica, such as lexical/syntactic relations or syntac-
tic/semantic roles and frames. From the historical
linguistic perspective of ItAnt, etymological informa-
tion and its level of certainty are instead fundamen-
tal. For these reasons, the DigItAnt lexical model

uses a subset of the Ontolex Core: i.e. Lexical
Entry, Form, Lexical Sense and Lexical Concept;
and represents etymological data by exploiting the
lemonEty extension proposed by Khan (2018) and
already used in some important projects, among
which the LiLa.

Morphosyntactic representation Lexical Entry
is the container grouping all the attested forms of
a lexical unit. Figure 4 below shows an example18.
Apart from language and part-of-speech, two addi-
tional non-standard data properties are introduced
for this class: stemType, which roughly indicates
noun and adjective classes19 and uncertain for in-
dicating whether the Entry is uncertain.

Form, exemplified in Figure 5, is the key pivotal
element of our lexica and encodes standard for-
mal features such as written representation and
morphological properties. Word forms in DigItAnt,
in fact, correspond to the attested forms, coming
from the editor’s reading and including the editorial
interventions (such as, for example, the restora-
tion of damaged or missing letters). Linking lexical
information with the corpus becomes, therefore,
fundamental also to ensure reliability. To this end,
attestations need to be recorded and encoded for
every form, as is usually done in traditional (histori-

18The code has been simplified and the URIs have
been removed to meet space and template requirements.

19For instance, ā-stems, i.e. stems ending in -ā < PIE
-eh2, belonging to a specific declension type. LiLa makes
use of a similar custom property inflectionType.
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<!-- Lexical Entry-->
ItAntlex:upsed_entry

a ontolex:Word;
rdfs:label "upsed"@osc ;
lime:language "osc" ;
lexinfo:partOfSpeech lexinfo:verb ;
:uncertainty "certain" ;
ontolex:sense ItAntlex:upsed_sense ;
ontolex:evokes ItAntlex:toWorkToil_

semfield_concept .
ontolex:lexicalForm

ItAntlex:upsed_opsens_form ;
ItAntlex:upsed_osins_form ;
ItAntlex:upsed_upsed_form ;

lemonEty:etymology ItAntlex:etym_upsed.
... .

Figure 4: Simplified code snipped of the Lexical
Entry for the Oscan verb upsed

<!-- Lexical Forms -->
...

ItAntlex:upsed_upsed_form
a ontolex:Form ;
ontolex:writtenRep "upsed"@osc .
lexinfo:mood lexinfo:indicative;
lexinfo:person lexinfo:thirdPerson;
lexinfo:number lexinfo:singular;
lexinfo:tense lexinfo:past;
lexinfo:voice lexinfo:active voice ;
:cites lexbib:upsed_verb_osc_upsed_

form_bib583715
... .

Figure 5: A sample of lexical forms encoded in the
Entry for the Oscan verb upsed

cal) dictionaries. To represent and describe attesta-
tions, we plan adopt and adapt the FrAC extension
to Ontolex (Chiarcos et al., 2022). Currently, each
form of a lexical entry is associated to its exact oc-
currence(s) in the ItAnt transcribed inscription(s),
based on the ingested EpiDoc documents. Attesta-
tions are persisted in the CASH-server as text anno-
tations and are enriched with optional information
about certainty, authorship, relevant bibliographic
citations, and free text notes.

Semantics representation Because for Rest-
sprachen it is often not possible to retrieve the ac-
curate semantic content of the words, the provided
meanings are mostly generic, and entries generally
have one one sense. Lexical Sense encoding is
therefore minimal; it is specified via a definition,
can be indicated as uncertain, and can be asso-
ciated with a Lexical Concept, used in DigItAnt to
represent semantic fields. For this purpose, we cre-
ated a SKOS taxonomy of semantic fields based on
Buck’s list of semantic fields (Buck, 1949). Among
the works concerning the Indo-European seman-
tics, Buck’s list is one of the few to have organized

the Indo-European lexicon by categories, following
a taxonomy20.

Etymology. As anticipated above, etymology is
represented via a subset of classes and properties
from lemonEty, as exemplified in Figure 6. Etymo-
logical information, via Etymology, is attached to
a Lexical Entry and applies to all of its forms. For
each lexical entry either or both the Proto-Italic and
Proto-Indo-European reconstructed roots are rep-
resented and encoded as instances of the class
Etymon, i.e. Lexical Entries with a special status.
Similarly, loanwords may also be reported as such,
specifying the relationship with related forms such
as borrowing rather than inheritance. Cognate
words attested in sister languages are encoded
as instances of another subtype of Lexical Entry
established by lemonEty, the class Cognate. In
accordance with the Linked Data principles and so
as to avoid to produce data islands, Latin cognates
as well as etymons and when deemed relevant Et-
ymologies are linked to the LiLa knowledge base
(respectively to the LiLa Lemma Bank (Passarotti
et al., 2020)and the EDLIL (Mambrini et al., 2020)

Cognates can be encoded in two ways: 1. by
linking externally to another linked data compliant
lexicon21 or 2. by linking internally to a Lexical Entry
of a different language, see Figure 722.

Finally, bibliographic references and citations of
relevant literature can be added/linked to any of
the above elements to provide literature regarding
the particular lexical information expressed. Cur-
rently, Bibliography is a system-internal data struc-
ture which links directly to the target in the ItAnt
Zotero library specifying author, title and date. Fur-
thermore, it makes it possible to specify additional
citational information such as page spans and to
add free text notes. Ontologies such as CITO (Per-
oni and Shotton, 2012) are under consideration for
exporting citations related to both lexical classes
and attestations in the lexicon. Work is also in
progress for the mapping of the whole Zotero bib-

20The taxonomy, created within the platform,
also includes references to the Semantic In-
dex of the Indo-European Lexicon, accessible at
https://lrc.la.utexas.edu/lex/semantic, which served as
inspiration for our adaptation. It will be disseminated
at the end of the project along with the other project
outcomes.

21This option is viable as regards Latin cognates, for
which direct links to a canonical form in the LiLa Lemma
Bank can be established directly by means of the cognate
property. For instance, the Latin cognate of osc. upsed
‘to erect, to set up, to produce’ is represented by the URI
of the corresponding lemma in the LiLa knowledge base,
namely lat. opus.

22This option is necessarily used for cognates in lan-
guages other than Latin for which LLOD lexica are not
available, or when there is no satisfactory match in LiLa.
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Figure 6: Exemplified model of the etymological information in DigItAnt, according to lemonEty.

<!-- Lexical Entry-->
ItAntlex:upsed_entry

a ontolex:Word;
rdfs:label "upsed"@osc ;
lime:language "osc" ;
lexinfo:partOfSpeech lexinfo:verb;
lemonEty:cognate lilaLemma:115170;
lemonEty:cognate ItAntlex:

upsaseter_pgn;

Figure 7: An example illustrating the two op-
tions for encoding cognates. The full URI of
lilaLemma:115170 has been omitted due to space
constraints.

liography to FRBRoo/LRMoo23 (Riva and Žumer,
2018) in order to export and publish the dataset
conveniently for versioning and publication.

5. DigItAnt integration into Research
Infrastructures

An important objective of the ItAnt project is to con-
tribute to and integrate with research infrastructures
for the Humanities, which has partly influenced its
technological and data design. Although conceived
within a specific project, for a specific use case, the

23LRMoo is the new ontological bibliographic model
developed from FRBRoo. A stable version was released
in October 2023.

system has been designed to be versatile, poten-
tially benefiting other projects dealing with similar
tasks and data. Thus, software components and
linguistic data will be distributed and offered as ser-
vices through the CLARIN-IT infrastructure. This
will hopefully enhance support for its community
of historical linguists and digital humanists, while
also increase the visibility and impact of the project
outcomes. The finalized interlinked datasets will
be deposited, with open licenses, in the trusted na-
tional repository.The source code of the platform
components is also released as open-source and
deposited for long-term distribution, while the ap-
plications themselves ( i.e., the front-end applica-
tions and the back-end servers) will be distributed
through CLARIN channels as docker images for
easy installation by any (expert) user.

As the ItAnt project is about to end, platform host-
ing will also transition to the infrastructure. This tran-
sition may serve as a case study within the recently
started infrastructural project, Humanities and Her-
itage Italian Open Science Cloud (H2IOSC)24, as-
sessing the sustainability and costs of similar sce-
narios (i.e. short-term funded projects transferring
their online outcomes and Virtual Research Envi-
ronments to the RIs federation).

H2IOSC, in fact, aims to enhance and federate
Italian nodes associated with the DARIAH25, E-

24https://www.h2iosc.cnr.it/
25http://dariah.cnr.it/
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RIHS26, CLARIN-IT27, and OPERAS28 research
infrastructures. Its goal is to provide researchers
with wide access to virtual laboratories, data cen-
ters and advanced tools for storing, processing,
and visualizing digital resources, transcending dis-
ciplinary barriers to foster interdisciplinary innova-
tive research.

The collaboration between ItAnt and H2IOSC ex-
emplifies efforts to federate and optimize national
research infrastructural resources, incorporating
projects that overcome disciplinary boundaries and
promote data-driven research in the humanities.
This collaboration shall bring mutual benefits to
both parties. For ItAnt this partnership ensures
the sustainability. Interested scholars will be able
not only to explore the project outcomes in the
long term, but also to enrich the knowledge (graph)
about ancient languages by contributing new data.
On the other side, the project serves as a test-
ing ground for H2IOSC’s federation solutions and
workflows, particularly toward its Linked Open Data
(LOD) platform, one of H2IOSC’s pilot projects.

DigItAnt may act as a test case for the planned
workflows that assist scholars from depositing a
(LOD compliant) resource to publishing it in the
national endpoint.

6. Conclusion

In this paper we have presented the technologi-
cal results of a research project that is concluding
its activities in July 2024: the current implementa-
tion of a platform for creating and exploring linked
data about ancient languages and cultures. This
platform aims to assist historical linguists in rep-
resenting their knowledge about these languages
and cultures digitally, masking the complexities of
dealing with digital models and formats. Centered
around lexical data, the unique characteristic of
this platform lies in the attempt to mesh-up and
interlink heterogeneous datasets. In particular, the
platform aims to integrate digital scholarly editions
of epigraphic inscriptions, lexical data, citations, bib-
liographic references, and other relevant external
resources. These resources vary not only in type,
but also in their representational models and serial-
ization formats (e.g., XML TEI, RDF Ontolex, and
Zotero exports). Section 4 briefly described and
exemplified their characteristics. The integration
and meshing-up of heterogeneous and indepen-
dent resources are made possible by the underlying
Service-Oriented Architecture (SOA), which allows
different back-ends to implement suitable technolo-
gies for handling various data types and models
individually. The orchestration of integrated editing,

26https://www.e-rihs.it/
27https://www.clarin-it.it/it
28https://operas-eu.org/

visualizations, and exports is then delegated to the
front-ends and/or middle layers.

The DigItAnt platform will soon be finalized and
released as an ItAnt project outcome. It will include
export functionalities for the lexicon, attestations,
and bibliography, as discussed in Sections 3 and
4, so that the resulting linked datasets may be ver-
sioned and deposited in an H2IOSC repository in
compliance with the FAIR principles. Within the
LOD-platform pilot project, this last event might
trigger a procedure that automatically publishes
the dataset on the CLARIN-H2IOSC SPARQL end-
point.

In the evolving landscape of digital humanities
and cultural heritage research, the integration and
optimization of research infrastructures (RI) have
emerged as pivotal elements in enhancing inter-
disciplinary studies and overcoming traditional bar-
riers. Web environments like DigItAnt, which of-
fer sets of web tools for the creation or revision,
enrichment, linking, LLOD publication, exploration
and search of interconnected digital materials and
knowledge about ancient cultures and languages,
are good candidates for integration into RIs with
mutual benefits. Indeed, an integral component of
the H2IOSC vision is the development and refine-
ment of services catering to the diverse needs of
the research community. This includes the introduc-
tion of novel services. The collaborative paradigm
exemplified by the H2IOSC initiative and the inte-
gration of projects such as DigItAnt can serve as
a model for future developments and integration
of data and services into infrastructure clouds. By
advocating for a federated approach to research
infrastructure, H2IOSC underlines the importance
of accessibility, interoperability, and the collective
utilization of digital resources, an aspect which will
be strengthened by the (L)LOD platform pilot.

Finally, from our list of desired improvements that
can further enhance the robustness of the system,
we plan to prioritize those that may facilitate the
integration into the CLARIN-IT/H2IOSC infrastruc-
ture and the LOD pilot. These may include allowing
DigItAnt to ingest and manipulate other annotated
text formats than TEI EpiDoc, exporting a new ver-
sion of the original scholarly critical edition of the
inscriptions enriched/annotated with the URIs of
the lexical items attested, and allowing federated
AAI to access the editing functionalities.
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Appendix: a sample entry in turtle
format

@prefix itant:
</itantproject/ontologies/itant.owl> .
@prefix rdf:
<http://www.w3.org/1999/02/22-rdf-syntax-
ns#> .
@prefix rdfs:
<http://www.w3.org/2000/01/rdf-schema#> .
@prefix ns:
<http://www.w3.org/2003/06/sw-vocab-status/
ns#> .
@prefix ontolex:
<http://www.w3.org/ns/lemon/ontolex#> .
@prefix lime:
<http://www.w3.org/ns/lemon/lime> .
@prefix lilaLemma:
<http://lila-erc.eu/data/id/lemma/> .
@prefix edlil:
<http://lila-erc.eu/data/lexical
Resources/BrillEDL> .
@prefix lemonEty:
<http://lari-datasets.ilc.cnr.it/
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lemonEty> .
@prefix crm:
<http://www.cidoc-crm.org/cidoc-crm/> .
@prefix lexinfo:
<http://www.lexinfo.net/ontology/3.0/
lexinfo> .
@prefix skos:
<http://www.w3.org/2004/02/skos/core> .
@prefix ItAntlex:
</itantproject/data/lexicon#> .
@prefix lexbib: </itantproject/data/
lexicon/bibliography#> .
@prefix semfield: <http://lrc.la.utexas.
edu/lex/ semantic/field/> .

<!-- Lexical Entry-->
ItAntlex:upsed_entry

a ontolex:Word;
dct:creator "Edoardo Middei" ;
dct:contributor "Mariarosaria Zinzi" ;
ns:term_status "editing";
rdfs:label "upsed"@osc ;
lime:language "osc" ;
lexinfo:partOfSpeech lexinfo:verb ;
ontolex:sense ItAntlex:upsed_sense ;
ontolex:evokes ItAntlex:toWorkToil_

semfield_concept .
<!-- Etymological info about cognates-->

lemonEty:cognate lilaLemma:115170 ;
lemonEty:cognate ItAntlex:upsaseter_pgn ;

<!-- Forms list -->
ontolex:lexicalForm

ItAntlex:upsed_opsens_form ;
ItAntlex:upsed_osins_form ;
ItAntlex:upsed_upsed_form ;

... .
<!-- Lexical Sense -->
ItAntlex:upsed_sense1

a ontolex:LexicalSense ;
dct:creator "Edoardo Middei" ;
skos:definition "to erect, to set up,
to produce" ;
ontolex:lexicalConcept

ItAntlex:toWorkToil_semfield_concept .
<!-- Lexical Concept -->
ItAntlex:toWorkToil_semfield_concept

a ontolex:LexicalConcept ;
owl:sameAs semfield:PA_WV
(https://lrc.la.utexas.edu/lex/semantic/
field/PA_WV) .

<!-- Lexical Forms -->
ItAntlex:upsed_opsens_form

a ontolex:Form ;
dct:creator "Edoardo Middei" ;
dct:contributor "Mariarosaria Zinzi" ;
ontolex:writtenRep "opsens"@osc .
lexinfo:mood lexinfo:indicative;
lexinfo:person lexinfo:thirdPerson;
:cites lexbib:upsed_verb_osc_opsens_

form_bib682785 .

ItAntlex:upsed_osins_form
a ontolex:Form ;

dct:creator "Edoardo Middei" ;
dct:contributor"Mariarosaria Zinzi" ;
ontolex:writtenRep "osins"@osc .
lexinfo:mood lexinfo:subjunctive ;
lexinfo:person lexinfo:thirdPerson ;
:cites lexbib:upsed_verb_osc_osins_

form_bib345190

ItAntlex:upsed_upsed_form
a ontolex:Form ;
dct:creator "Edoardo Middei" .
dct:contributor "Mariarosaria Zinzi" .
ontolex:writtenRep "upsed"@osc .
lexinfo:mood lexinfo:indicative;
lexinfo:person lexinfo:thirdPerson;
lexinfo:number lexinfo:singular;
lexinfo:tense lexinfo:past;
lexinfo:voice lexinfo:active voice ;
:cites lexbib:upsed_verb_osc_upsed_

form_bib583715
... .

<!-- Etymology -->
ItAntlex:upsed_entry

lemonEty:etymology ItAntlex:etym_upsed .
ItAntlex:etym_upsed

a lemonEty:Etymology ;
a crm:E89 ;
rdfs:label "Etymology of: upsed@osc" ;
lemonEty:etymon ItAntlex:he3p@PIE_entry ;
lemonEty:hasEtyLink ItAntlex:etyLupsed-PIE ;
lexbib:cites lexbib:etymology_412923bib412923 .

ItAntlex:he3p@PIE_entry
a lemonEty:Etymon ;
seeAlso edlil:etymon_pie0847 ;
(https://lila-erc.eu/data/lexicalResources/
BrillEDL/id/etymon/pie0847)

ItAntlex:etyLupsed-PIE
a lemonEty:EtyLink ;
lemonEty:etyLinkType "inheritance" ;
lemonEty:etySource ItAntlex:he3p@PIE_entry ;
lemonEty:etyTarget ItAntlex:upsed_entry .
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Abstract
Corpus data is the main source of data for natural language processing applications, however no standard or model
for corpus data has become predominant in the field. Linguistic linked data aims to provide methods by which
data can be made findable, accessible, interoperable and reusable (FAIR). However, current attempts to create a
linked data format for corpora have been unsuccessful due to the verbose and specialised formats that they use. In
this work, we present the Teanga data model, which uses a layered annotation model to capture all NLP-relevant
annotations. We present the YAML serializations of the model, which is concise and uses a widely deployed format,
and we describe how this can be interpreted as RDF. Finally, we demonstrate three examples of the use of the
Teanga data model for syntactic annotation, literary analysis and multilingual corpora.

Keywords: corpora, natural language processing, linked data, formats

1. Introduction

Corpus data is vital to modern natural language
processing and is often annotated with many lay-
ers of extra information from part of speech to com-
plex structural and semantic categories. There
are several standards for publishing corpora in-
cluding the Text Encoding Initiative (Ide, 1994, TEI)
and the Linguistic Annotation Framework (Eckart,
2012, LAF), however, none of these have be-
come widely accepted in natural language pro-
cessing. In contrast, for lexico-semantic data,
linked data models based on RDF have had great
success through models such as OntoLex-lemon
(McCrae et al., 2017; Cimiano et al., 2016). How-
ever, attempts to produce RDF models for repre-
senting corpus information such as the NLP Inter-
change Framework (Hellmann et al., 2013, NIF)
and POWLA (Chiarcos, 2012) have had less suc-
cess. A major reason for the failure of these mod-
els to have sufficient traction in NLP communities
is that the RDF models adopted for linked data and
the XML models used for TEI and LAF are very
verbose and do not fit in with modern natural lan-
guage processing pipelines. As such, most natu-
ral language processing data does not satisfy the
FAIR principles, particularly in relation to reusabil-
ity as the use of custom parsers, which may be
difficult for others to reuse. Similarly, the adoption
of a linked data paradigm will increase the findabil-
ity and accessibility of the resource by providing
methods where corpora can be connected with lex-
icographic, terminological and encyclopaedic re-
sources.

In this paper, we introduce a new model called

the Teanga12 data model, which aims to provide a
simple, low-overhead method for sharing text cor-
pora and interacting with linked data. The Teanga
data model can be simply serialized as JSON or
YAML, allowing it to be easily loaded and worked
with in modern programming languages. The
Teanga data model also develops a new method of
annotation called layered annotation, which com-
bines the best of stand-off annotation and in-line
(XML-style) annotation to enable data to be quickly
handled. Finally, the Teanga data model defines a
method of annotation that provides a conversion to
RDF and can be converted into standard RDF. We
note the Teanga JSON serialization is inspired by
JSON-LD (Sporny et al., 2020), but is not directly a
JSON-LD model. The Teanga data model is being
developed as part of Teanga 2, a new platform for
NLP based on the previous Teanga platform (Ziad
et al., 2018).

The rest of this paper is as follows: firstly, we
will introduce the Teanga data model and layered
annotation and then we will describe the technical
implementation of the model, including serializa-
tion as YAML, an implementation in Python and the
conversion to RDF. We will then provide three ex-
amples of conversions of data from Universal De-
pendencies (de Marneffe et al., 2021), conversion
of TEI data, such as from the ELTeC (Schöch et al.,
2021) corpus, and an example of parallel corpora
with word-level alignment data. We will then con-
clude with a discussion of the Teanga data model
in comparison to other corpus models.

1Teanga is Irish for tongue/language and is pro-
nounced tjanga

2https://teanga.io/
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2. Design of the model

2.1. Layered Annotation Model
A corpus in the Teanga data model, as depicted

in Figure 1, is composed of a metadata section
and a list of documents. Each of these documents
has layers that are defined in the metadata layers
and may have some or all of these layers. All doc-
uments must have at least one *character* layer,
which consists of a single Unicode string contain-
ing the text of the document. This means that
Teanga preserves the plain text version of the doc-
ument, in contrast to XML annotation where anno-
tations must be inserted into the document. Cur-
rently, Teanga only supports text corpora, but the
introduction of new base layer types would allow
the model to extend to multimodal corpora. The re-
maining layers of annotation consist of a reference
mechanism and (optionally) a data value. The ref-
erencing mechanism refers to an annotation in an-
other layer (the base layer), which is defined in the
metadata. For character layers, the elements are
the Unicode characters in the layers. All indexes
in layers start from zero. The referencing mecha-
nisms are as follows:

• Span Layer: A span layer gives two indexes
corresponding to the start and end of the an-
notation.

• Division Layer: The division layer divides the
base layer into non-overlapping segments

• Element Layer: An element layer refers to a
single element in the base layer

• Sequence Layer: A sequence layer corre-
sponds to the annotation layer in a one-to-
one manner so that there is one annotation
for each element of the base layer.

In most cases, a span layer is used to divide
the lower layer into words and other annotations
are based on this word layer. Division layers are
used to divide the text by sentences, paragraphs
or chapters.

Each annotation in a layer must have the same
data value, the values are defined as follows:

• None: No data is associated with an annota-
tion, for example, in tokenization.

• String: A single string is associated with each
annotation

• Enumeration: The annotation may have one
value from a list of values given in the meta-
data section

• Link: A reference is defined to another an-
notation in the same layer, or in a secondary
layer called the target layer.

• Typed Link: Combines the data of the enu-
meration and the link layer.

In addition to layers, each document or layer
may have any number of meta-properties. The
most important of which is the _uri property
which gives the URI to interpret the document as
linked data.

Each document in a Teanga corpus is associ-
ated with an identifier that ensures that the doc-
ument content is valid. This check means that if
the text content is changed, we can detect this a
not proceed with annotations that have become
invalid. The methodology for deducing the iden-
tifier is as follows: each document is indexed by
initial characters the Base64 encoding of the SHA-
256 of the UTF-8 representation of the text. The
text representation consists of all character layers
ordered alphabetically by their key with the key
appended before the text. Keys and text should
be separated by a zero byte (Unicode 0000). In
most cases, the key should be at least four char-
acters long and should be the shortest representa-
tion that is unique in the corpus. As such, it is not
possible to have documents with duplicate text in a
Teanga corpus. This can be avoided if necessary
by adding an extra field with an identifier.

Finally, each corpus is associated with an order
that gives the order of the documents in the corpus.
This order is simply the list of identifiers in the doc-
ument. This may be omitted in some serializations
if the order is implicit in the serialization, however,
if given it overrides the order in the serialized doc-
ument.

3. Technical Implementation

The preferred method for representing Teanga cor-
pora is as YAML documents. Teanga documents
can also be easily represented as JSON docu-
ments. We provide a Python implementation of the
Teanga model that ensures that models are easily
serialized and provides useful features. In addi-
tion, a database model is provided for serializing
and sharing the models as compact binary mod-
els. Further, we support the export of the model
into RDF in both a generic method and methods
compatible with NIF (Hellmann et al., 2013) and
Web Annotation (Sanderson et al., 2017).

3.1. YAML form
The preferred serialzation of Teanga is as YAML.
Teanga YAML documents consist of a dictionary
with one special key _meta, an optional second
special key _order and the remaining keys con-
sist of the document identifier and a dictionary of
the layers in the document. The _order key is nor-
mally omitted in YAML as the order of documents
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Figure 1: An example of the annotation layers of a Teanga document

in the text can be inferred by the order in the docu-
ment. For example, a simple Teanga YAML docu-
ment is as follows:

_meta:
text:

type: characters
Lz1r:

text: This is an example document.

Each field of the metadata may have the follow-
ing values

• type: The type of the layer (referencing
mechanism)

• base: The name of the base layer (omitted
for character layers)

• data: The data type. A list of values indicates
an enumeration

• target: The target layer

• link_types: The enumeration of values
used for links

• default: A default value for this layer if omit-
ted

• _uri: The URI of the RDF property that doc-
uments this layer

The _order element of a corpus is a simple list
of document IDs. It is not required in YAML and
may instead be inferred from the order of the words
in the document

Each non-character layer consists of a list of
lists3, where each list consists of zero, one or two
indexes and the data consisting of an optional inte-
ger for the target of a link and a string for the data
or enumeration type. As such, each element may

3This efficient representation cannot be supported by
JSON-LD

consist of one to five elements4. It is important to
note that the indexes refer to the order of annota-
tions in the base layer, not the absolute character
index, unless the base layer is a character layer.
For division layers, the index indicates the start in-
dex of each section. So for example to provide
tokens and sentences we may have the following
document.
_meta:

text:
type: characters

tokens:
type: span
base: text

sentences:
type: div
base: tokens

hDRz:
text: Hello there! Goodbye!
tokens: [[0,5], [6,11], [11,12],

[13,20], [20,21]]↪→

sentences: [0, 3]

It is important to note here that the indexes in
the sentence layer are in terms of the tokens, so
the second sentence starts from the 4th token (in-
dex=3) and this can be mapped into characters by
reference to the token layer.

3.2. Python Implementation

Teanga is provided as a Python library on GitHub5

this library supports the basic operation of the li-
brary including adding and removing documents
and updating metadata layers. In addition, it pro-
vides support for mapping indexes from a base
layer to lower layers, which is a specific challenge
as complex multi-layer annotations may make it
difficult to reach the actual characters the annota-
tions are referring to.

4Zero elements are allowed but meaningless
5https://github.com/teangaNLP/teanga2
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In addition to providing a strong in-memory ver-
sion of the Teanga data model, a secondary imple-
mentation6 in Rust using the Sled7 library provides
a simple method for working with large corpora in
Teanga. This persists large corpora to disk, allow-
ing them to be searched and queried efficiently. A
full interface is available for this in Python and as
such there is minimal change to use this version of
the interface. Due to this technology, it will be pos-
sible for Teanga to handle very large corpora, of
the order of billions of tokens, and load and parse
such corpora rapidly. We will further investigate
this alongside tools for improving query time of the
corpora based on use cases of the systems in fu-
ture work focussed on these aspects.

3.3. Conversion to RDF
Support for conversion to linked data is a key goal
of Teanga and it is expected that Teanga corpora
could be used as targets for linking of other re-
sources. If _uri properties are given for layers
these can be used to map the resource to RDF.
Each document in the model is given a URI based
on its identifiers and these are included in the frag-
ment identifier. So, for example, we can indicate
an identifier as follows for a document available at
http://www.example.com/corpus.yaml.

_meta:
text:

type: characters
_uri: https://teanga.github.io/\

teangaNLP/teanga.rdf#text
hDRz:

text: Hello there! Goodbye!

Is converted to Turtle as follows:
<http://www.example.com/corpus.yaml#hRDz>

teanga:text "Hello there! Goodbye!"

Annotations in Teanga are modelled with the
use of two special properties teanga:idx,
teanga:ref and teanga:data8, which give the
order of the annotation and a reference to the base
layer and the data, respectively.

Following RFC 5147, references to text layers
can be made with char= elements in the fragment,
for example:

<#hRDz>
ex:tokens [

teanga:idx 0 ;
teanga:ref <#hRDz&char=0,5>

] .

6https://github.com/teangaNLP/teanga.
rs

7https://docs.rs/sled/latest/sled/
8The namespace teanga is defined as https://

teanganlp.github.io/teanga2/teanga.rdf

References to any other layer can be made with
n= fragment.

The default URI for a document is given by
adding the Teanga document identifier to the URI,
but can alternatively be specified by giving a _uri
property on the individual document.

In addition to this direct export to RDF using the
Teanga RDF vocabulary, it is also possible to ex-
port to NIF and WebAnnotation style vocabularies.
The RDF generated in these exports is generally
more verbose than the Teanga RDF model. For
example, the NIF export looks like this:

<#hRDz&char=0,5> a
nif:OffsetbasedString ;↪→

nif:anchorOf "Hello" ;
nif:beginIndex 0 ;
nif:endIndex 5 ;
rdf:value ex:tokens .

Similarly, the annotation in the WebAnnotation
model is as follows in JSON-LD:

{
"@context":

"http://www.w3.org/ns/anno.jsonld",
"id": "#anno_1",
"type": "Annotation",
"body": {

"value": {
"@id":

"http://www.example.com/tokens"
}

},
"target": {

"source": "#hRDz",
"selector": {

"type":
"TextPositionSelector",↪→

"start": 0,
"end": 5

}
}

}

Note that we use the fully expanded URI for
ex:tokens in this example.

4. Examples

We present three examples of NLP data and how
they can be represented in Teanga by means of
examples. Conversion tools for these formats are
already published or under development.

4.1. CoNLLU Data
CoNLLU data format is the representation of the
linguistic data developed to train the dependency
parser once at a time for many different languages.
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The annotation of the CoNLLU is encoded in plain
text format where a break line or LF character is
used for representing a new line. The data has
three different types of lines: - comment line: This
line represents any sentence-level comments. It is
represented with ’#’ and is usually at the beginning
of the sentence. - token/words: This line contains
the annotation of a word/token/node in 10 fields
separated by single tab characters - newline: This
is a blank line at the end of each sentence, which
indicates the sentence boundary.

In the Teanga model, we include the UD data
with the same annotation features; however, the
annotation representation starts with the charac-
ter level. As described in Section 3.1, we convert
the CoNLLU data in Teanga model format, which
is represented in YAML format as shown in the fol-
lowing example.

This is converted to Teanga as follows. We note
that the header information is fixed and as such the
document has a similar size without the header9

_meta:
text:

type: characters
tokens:

base: text
type: span

comm:
base: text
type: characters
data: string

upos:
data: ["ADJ", "ADP", "ADV",

"AUX", "CCONJ", "DET",
"INTJ", "NOUN", "NUM",
"PART", "PRON", "PROPN",
"PUNCT", "SCONJ", "VERB",
"X" ]

↪→

↪→

↪→

↪→

↪→

base: tokens
type: seq

sjKY:
text: _Bhojpuri text_
tokens: [[0, 7], [8, 9], [10, 20],

[21, 24], [25, 26]]↪→

comm: lokaraṁjana ā sāṁskr�tika
gīta -↪→

upos: ["NOUN", "CCONJ", "ADJ",
"NOUN", "PUNCT" ]↪→

u40k:
text: _Bhojpuri text_
tokens: [[0, 3], [4, 5], [6, 13],

[14, 17], [18, 19]]↪→

comm: āīṁ ā saparivāra āīṁ .

9Note the original example uses Devanagari script
but these could not be reproduced in the PDF and have
been replaced with ‘Bhojppuri text’. This is not a limita-
tion of Teanga.

upos: ["VERB", "CCONJ", "NOUN",
"VERB", "PUNCT"]↪→

In the above example 10, we can see that each
sentence of the text file is tokenised at the charac-
ter level and consists of only text. The rest of the
features, including the ten fields, are categorised
in the span layers as shown in upos11; similarly,
the other morphological features will be included in
the span layer. As we tokenize the text into charac-
ter, there is no need to include the newline to show
the sentence boundary, as in CoNLLU data. The
tanga format also makes it easier to extract each
feature of the text through the span layers. For ex-
ample, if a task needs to use only parts of speech
information of the given text, then the user can eas-
ily extract only the upon layer of the text rather than
the whole document.

4.2. TEI Conversion
TEI tags can be used to annotate a variety of text
features, as well as information about a text:

<div type="prose">
<p>

<supplied>B</supplied>ui
oeng<expan>us</expan>
hindaidqi naile inachotlud
confacca ni hinningin chuici
<expan>ar</expan> crannsiuil
do.

↪→

↪→

↪→

↪→

↪→

</p>
</div>

When a TEI-encoded text is converted to
Teanga, the character layer consists of the text with
all XML tags removed leaving only the text of the
document as a single string of characters. The
information which had been encoded using these
TEI tags is instead preserved in a span layer ac-
cording to the Teanga data model. Thus, the infor-
mation represented in the TEI encoded text above
may be represented in Tenga as follows:

_meta:
text:

type: characters
div:

type: span
base: text

div_type:
type: element

10The example is taken from the Bho-
jpuri UD data https://github.com/
UniversalDependencies/UD_Bhojpuri-BHTB/
tree/master".

11Note that it is possible to assign URIs to each of
these values and as such, they can be mapped to other
schemes such as OLiA or LexInfo
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base: div
data: string

p:
type: span
base: text

supplied:
type: span
base: text

expan:
type: span
base: text

7nkN:
text: Bui oengus hindaidqi naile

inachotlud confacca ni
hinningin chuici ar crannsiuil
do.

↪→

↪→

↪→

p: [[0, 84]]
div: [[0, 84]]
div_type: [[0, "prose"]]
supplied: [[0,1]]
expan: [[8,10], [67,69]]

Aside from formatting tags like <div> or <p>,
TEI annotation can also be used to preserve spe-
cific information about small portions of a text, of-
ten at word-level or smaller granularity. Reposito-
ries containing historical texts, for example, may
use TEI tags to identify snippets of digital text
which were added or changed by modern edi-
tors, but which were not present in an earlier
manuscript. The example above, which was
taken from Thesaurus Linguae Hibernicae (Kelly
et al., 2006), uses <supplied> tags to identify
text which has been supplied by the editors, and
<expan> tags to show where manuscript abbrevi-
ations have been expanded. As with word-level
annotations, this kind of information is captured by
the Teanga data model in the span layer, though
such annotations often apply to portions of text at a
sub-word level. We also see how attributes of XML
elements are mapped to layers that are dependent
on the tag annotation, for example, the div_type
layer represents the type attribute of the div tag.

<title>The Sign of Four</title>
<author>Doyle, Arthur Conan

(1859-1903).</author>↪→

<publisher>London: Spencer
Blackett</publisher>↪→

<date>1890</date>
<ref target=
"http://archive.org/detail..."/>

Where TEI tags are used to annotate metadata
which is unrelated to any specific span of text,
for example, information pertaining to authorship
or publishing (as shown above), this can be pre-
served in the Teanga data model at the document
level. This is done by creating a document layer
which refers to all information in the text.

_meta:
text:

type: characters
document:

type: div
base: characters
default: [[0]]

title:
type: seq
base: document

abcd:
text: "..."
title: ["The Sign of Four"]
author: ["Doyle, Arthur Conan

(1859-1903)."]↪→

Note that by specifying the default of the
document layer as [[0]], we give a default value
of a division that starts at character 0 and ends at
the end of the document. More complex linguistic
annotations, such as those found in Level 2 of EL-
TeC (Schöch et al., 2021), can be modelled in a
similar manner to what is done in the UD example
in section 4.1.

4.3. Parallel Texts
Word alignment is the task of assigning words from
one sentence (the source sentence) to words in a
target sentence when given two parallel sentences
that are translations of each other. Typically, the
datasets for this task are distributed as bitext cor-
pus, for example, a few sentences extracted from
the Spanish-English Europarl v7 corpus:

¿Hay alguna objeción ? ||| Are there
any comments ?↪→

Muchas gracias ||| Thank you very
much .↪→

Apruebo esta petición. ||| I agree
with this request.↪→

When converting parallel sentences into
Teanga, each sentence is represented through
a character layer, with one layer for the source
language and another for the target language.
Following this, since tokenization is required for
the alignment task, each character layer is anno-
tated with a token span layer. Ultimately, the word
alignments are annotated as an element-linking
layer, connecting an element in the source tokens
layer to a corresponding element in the target
tokens layer.

_meta:
align:

type: element
base: en_tokens
data: link
target: de_tokens
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en:
type: characters

en_tokens:
type: span
base: en

es:
type: characters

es_tokens:
type: span
base: es

8I9N:
es: ¿Hay alguna objeción?
en: Are there any comments?
es_tokens: [[0, 4], [5, 11],

[12, 20], [20, 21]]↪→

en_tokens: [[0, 3], [4, 9], [10,
13], [14, 22], [22, 23]]↪→

align: [[0, 0], [1, 2], [2, 3],
[3, 4]]↪→

JmZn:
es: Muchas gracias.
en: Thank you very much.
es_tokens: [[0, 6], [7, 14],

[14, 15]]↪→

en_tokens: [[0, 5], [6, 9], [10,
14], [15, 19], [19, 20]]↪→

align: [[0, 2], [0, 3], [1,0],
[1,1], [2,4]]↪→

SQ/9:
es: Apruebo esta petición.
en: I agree with this request.
es_tokens: [[0, 7], [8, 12],

[13, 21], [21, 22]]↪→

en_tokens: [[0, 1], [2, 7], [8,
12], [13, 17], [18, 25],
[25, 26]]

↪→

↪→

align: [[0, 0], [0, 1], [0, 2],
[1, 3], [2, 4], [3, 5]]↪→

In this example, we highlight the capability of
Teanga to link elements in different layers of anno-
tation, facilitating the representation of linked data
in a coherent and interconnected manner, demon-
strating its broader potential in handling complex
annotation relationships within parallel texts. Fur-
ther, we note that sentence alignment can also be
modelled the same way if sentence annotations
are available as in Section 3.1

5. Related Work and Discussion

Teanga is a new model for annotated corpora that
aims to be able to represent all kinds of natural lan-
guage processing data in a single, consistent man-
ner. The most widely used formats for annotated
corpora are either limited models, such as CoNLL,
which can only represent token-level annotations

and links between tokens (dependency parses)
and as demonstrated Teanga can represent these
kinds of data in a manner that is not substantially
more verbose than these specific formats. As
such, Teanga is a flexible data model that can be
parsed without the need for external libraries ex-
cept for a YAML parser which is widely available
(although the Teanga library provides some addi-
tional features). Thus, this avoids the development
of custom extensions of formats such as CoNLL
(Chiarcos and Glaser, 2020; Graën et al., 2019),
which requires the development of new parsers
and avoids the risk of using proprietary formats
that may be hard to access in the future.

The most widely used model that allows for gen-
eral annotation of a corpus is TEI (Ide, 1994), how-
ever, this is a model based on XML and as such
is destructive of the original text content. Further,
extensions on TEI are not easy to write and the in-
terface with RDF and linked data is not clear (Bur-
rows et al., 2021). Also, as demonstrated Teanga
is able to efficiently and correctly represent com-
plex annotations found in TEI.

The Teanga data model is more closely related
to attempts to create linked data corpus models.
Two of these models have risen to particular promi-
nences. Firstly, the NLP Interchange Format intro-
duced by Hellmann et al. (2013) has seen adop-
tion for tasks such as named entity recognition
(Röder et al., 2014), question answering (Latifi
and Sànchez-Marrè, 2013) and frame semantics
(Alexiev and Casamayor, 2016). However, this
model proves very verbose in practical applica-
tions and the project is not actively maintained any-
more, with version 2.0 of the model being released
in 2013 and very few updates in any of the pro-
vided tooling since 2016.

The Web Annotation data model (Sanderson
et al., 2017), was introduced as a model for an-
notating documents on the web using RDF. Web
annotations consist of annotations that link bod-
ies with targets. The body can be either a literal
value or structured content and is used to give
the value of the annotation. The targets can be
selected by various methods including character
offsets, as well as through mechanisms such as
XPointer (for XML documents). This annotation
is used by the INCEpTION (Klie et al., 2018) plat-
form for annotating documents. Teanga annota-
tions are exportable to Web Annotation, however,
the format is generally much more verbose than
the Teanga model.

6. Conclusion

In this paper, we have presented a data model for
Teanga, a new framework for NLP based on the
previous Teanga model (Ziad et al., 2018). The
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layer annotation model proposed by this model al-
lows the representation of all NLP-relevant corpus
data and does so in a manner that is efficient and
readable. Further, this framework integrates with
linked data, both as a linked data format in its own
right and also by exporting to other RDF serial-
izations such as Turtle and JSON-LD. This data
model will simplify the publishing corpora as linked
data, by providing tooling and a self-documenting
format that satisfies FAIR principles.
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Abstract
This paper describes three online services designed to ease the tasks of querying and populating the linguistic
resources for Latin made interoperable through their publication as Linked Open Data in the LiLa Knowledge Base.
As for querying the KB, we present an interface to search the collection of lemmas that represents the core of the
Knowledge Base, and an interactive, graphical platform to run queries on the resources currently interlinked. As for
populating the KB with new textual resources, we describe a tool that performs automatic tokenization, lemmatization
and Part-of-Speech tagging of a raw text in Latin and links its tokens to LiLa.

Keywords: Latin, Linked Open Data, SPARQL

1. Introduction

Over the past two decades, the scientific commu-
nity that focuses on Linguistic Linked Open Data
(LLOD) has worked in two main closely connected
directions. First, it has developed numerous vo-
cabularies and ontologies for representing vari-
ous types of linguistic (meta)data as Linked Open
Data (LOD) (Khan et al., 2022). Secondly, these
vocabularies and ontologies have been applied
to (meta)data extracted from various linguistic re-
sources for publishing them as LOD: the LLOD
Cloud (Cimiano et al., 2020, 29-41)1 provides a
synoptic view of the resources published so far.

One challenge that the LLOD community
must now address is to make the interoperable
(meta)data of the resources easily accessible and
fully exploitable. Such task is challenging as it
must fit the needs and expertise of diverse user
communities besides computer scientists and com-
putational linguists. However, this challenge is un-
avoidable, especially because many semantic web
technologies (like RDF, OWL or SPARQL) have a
(not entirely undeserved) reputation of being too
abstruse or hard to learn for the general public.

The current availability of projects like the LiLa
Knowledge Base (KB)2, which has published sev-
eral lexical and textual resources for the Latin lan-
guage as LOD, or, more in general, the increasing
success of the LOD paradigm in the Digital Hu-
manities communities (Khan et al., 2022, 991-2)
has highlighted the need to enable also specialists
from areas like Classics to access and query the
resources, as well as to encourage the production
of new LOD-compliant resources.

While developing LiLa, we built a number of ser-

1https://linguistic-lod.org/llod-cloud
2https://lila-erc.eu

vices to address such needs. After introducing the
LiLa KB (Section 2), this paper describes those ser-
vices, all developed as web applications with the
backend managed via servlets and the interface
developed using the React javascript framework.
The source code for all applications is published
in Github under an open-source license. As for
querying the KB, we present an interface to search
the collection of lemmas that represents the core of
the KB (Section 3.1), and an interactive, graphical
platform to run queries on the resources interlinked
therein (Section 3.2). As for populating the KB with
new textual resources, we describe a tool that per-
forms automatic tokenization, lemmatization and
Part-of-Speech tagging of a raw text in Latin and
links its tokens to LiLa (Section 4). Finally, we draw
some conclusion and sketch future works (Section
5).

2. The LiLa Knowledge Base

The LiLa Knowledge Base (Passarotti et al., 2020)
achieves interoperability between linguistic re-
sources for Latin by adopting a set of ontologies
widely used to model linguistic information, as
well as Semantic Web and Linked Data standards.
Among the former, OLiA is used to model linguis-
tic annotation (Chiarcos and Sukhareva, 2015),
Ontolex-Lemon for lexical data (McCrae et al.,
2017) and POWLA for corpus data (Chiarcos,
2012). As for the latter, the Resource Descrip-
tion Framework (RDF) is the data model used to
describe information in terms of triples (McBride,
2004).

The architecture of the LiLa Knowledge Base is
highly lexically-based, as it exploits the lemma as
the most productive interface between resources
and tools. Indeed, its core is the so-called Lemma
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Bank (Mambrini et al., 2023) (CIRCSE, 2019-
2024), a collection of around 200,000 lemmas
taken from the database of the morphological
analyzer LEMLAT (Passarotti et al., 2017) and
constantly extended. A lila:Lemma3 is a sub-
class of ontolex:Form4, whose individuals are
the inflected forms of a lexical item. In particu-
lar, the lemma is a form that can be linked to a
ontolex:LexicalEntry5 via the property on-
tolex:canonicalForm6, which identifies the
form that is canonically used to represent a lexi-
cal entry. To overcome divergent lemmatization
criteria that may possibly be adopted in resources,
LiLa exploits three key properties. The symmetric
property lila:lemmaVariant7 connects differ-
ent forms of the same lexical item that can be used
as lemmas for that item, like for verbs with an active
and a deponent inflection (e.g., sequo and sequor
‘to follow’). The property ontolex:writtenRep8

registers different spellings or graphical variants
(called “written representations”) of one lemma,
like for instance conditio and condicio ‘condition’.
For forms that can be reduced to multiple lemmas
like participles – that can be considered either part
of the verbal inflectional paradigm or as indepen-
dent lemmas – a special sub-class of lila:Lemma
called lila:Hypolemma9 is defined.

The LiLa Knowledge Base has already a wide
coverage in terms of interlinked resources, includ-
ing corpora, and dictionaries. Among the former
are the Opera Latina corpus by LASLA, which fea-
tures 130 Classical Latin texts (Fantoli et al., 2022),
and two dependency treebanks, namely the In-
dex Thomisticus Treebank, which comprises texts
by Thomas Aquinas (1225–1274) (Mambrini et al.,
2022) (CIRCSE, 2006-2024), and the UDante tree-
bank, which encompasses Medieval Latin works
written by Dante Alighieri (Passarotti et al., 2021)
(CIRCSE, 2021b). Among the latter are the bilin-
gual Latin-English dictionary by Lewis and Short,
whose primary focus is on Classical Latin (Mam-
brini et al., 2021a) (CIRCSE, 2021a), and the Dictio-
nary of Medieval Latin in the Czech Lands, a lexical
resource that collects the Latin vocabulary (pro-

3https://lila-erc.eu/lodview/
ontologies/lila/Lemma

4http://www.w3.org/ns/lemon/ontolex#
Form

5http://www.w3.org/ns/lemon/ontolex#
LexicalEntry

6http://www.w3.org/ns/lemon/ontolex#
canonicalForm

7http://lila-erc.eu/ontologies/lila/
lemmaVariant

8http://www.w3.org/ns/lemon/ontolex#
writtenRep

9https://lila-erc.eu/lodview/
ontologies/lila/Hypolemma

vided with translations into Czech) as it emerged
in Eastern Europe during the Middle Ages (Gamba
et al., 2023) (CIRCSE, 2023a). Currently, the LiLa
RDF graph includes a total of more than 80 million
triples, which can be queried from the SPARQL end-
point of the KB, where a few ready-made queries
are provided10.

3. Querying LiLa

This Section describes two services for querying,
respectively: a) the Lemma Bank (3.1), and b)
the textual resources and a selection of lexical re-
sources currently linked to the LiLa KB (3.2).

3.1. The Lemma Bank Query Interface

The Lemma Bank query interface11 allows users to
interrogate the collection of Latin lemmas utilized in
LiLa to interlink the linguistic resources published
therein.

Relevant lemmas from the Lemma Bank can
be selected based on various filters, including the
lemma string, the presence of a specific affix (either
prefix or suffix), the connection with a lexical base,
the gender (for nouns), the part of speech (PoS),
and the inflectional category. The lemma string
search is performed by entering the desired string
in a free text-box that supports regular expressions.
The values for the other filters are provided through
a dropdown menu.

The Lemma Bank query interface was designed
to keep the search for lemmas as light as possi-
ble, by breaking down the query into blocks. Such
query decomposition ensures that the minimum
number of null results is obtained, by recalculating
dynamically the values of all the fixed-value boxes
every time the user adds a value in the query. For
instance, if the lemmas of the verbs of the second
conjugation are selected, the system cascades a
series of SPARQL queries that update the values
of the fixed-value boxes (i.e., prefix, suffix, gender,
PoS, and inflectional category) only with those val-
ues that are compatible with the lemmas of the
verbs of the second conjugation. The results of
the query are then obtained by concatenating the
selected values into a single SPARQL query, which
can be downloaded.

Results are presented in the form of an alphabet-
ically ordered list of lemmas, which can be down-
loaded along with the SPARQL query that produced
it. For each lemma in the list, its written represen-
tation(s) and its PoS are shown, followed by two
kinds of icons:

10https://lila-erc.eu/sparql/
11https://lila-erc.eu/query/;

https://github.com/CIRCSE/LiLa_LB_
QueryInterface.
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• if the lemma is linked to a lexical entry of (a)
the derivational lexicon Word Formation Latin
(Pellegrini et al., 2021) (CIRCSE, 2018), (b) a
manually checked subset of the Latin Word-
Net enhanced with valency information taken
from the Latin Vallex lexicon (Mambrini et al.,
2021b) (CIRCSE, 2020b) (CIRCSE, 2023b),
(c) the LatinAffectus polarity lexicon (Sprug-
noli et al., 2020) (CIRCSE, 2020a), or (d) the
Lewis and Short dictionary, an icon for each
of these resources opens a window that pro-
vides an overview of the information reported
by the lexical entry for the lemma in the re-
source selected (e.g., the derivational cluster
of the lemma from Word Formation Latin);

• two icons show the triples connected to the
selected lemma in the LiLa KB, respectively
presenting the triples in a datasheet and in a
network-like graphical representation, where
nodes are individuals (e.g., the lemma) and
edges are properties connecting individuals12.

Figure 1 shows the datasheet for the verb ad-
miror ‘to admire’, presenting the triples where ad-
miror is in the domain (i.e., it is the subject of the
property). Among the information shown in the
datasheet is that the lemma: (a) has 2 written rep-
resentations (admiror and ammiror), (b) pertains to
the lexical base of mirus, which connects the lem-
mas in the Lemma Bank that share this base (prop-
erty lila:hasBase13), (c) is a first conjugation
verb (property lila:hasInflectionType14),
(d) is formed with the prefix ad- (property
lila:hasPrefix15), and (e) has as lemma vari-
ant the first conjugation not deponent form admiro
(property lila:lemmaVariant16).

In the bottom of the datasheet, the inverse rela-
tions for the lemma are shown, namely those where
the lemma is in the range (i.e., it is the object of the
property). These are the cases where the lemma
is linked to: (a) a lexical entry in a lexical resource
(property ontolex:canonicalForm), (b) an hy-
polemma (property lila:isHypolemma17), (c) a
lemma variant (property lila:lemmaVariant),
or (d) a token in a textual resource (property

12Graphical representations are shown using the
LodLive navigator (Camarda et al., 2012).

13http://lila-erc.eu/ontologies/lila/
hasBase

14http://lila-erc.eu/ontologies/lila/
hasInflectionType

15http://lila-erc.eu/ontologies/lila/
hasPrefix

16http://lila-erc.eu/ontologies/lila/
lemmaVariant

17http://lila-erc.eu/ontologies/lila/
isHypolemma

Figure 1: The datasheet for admiror.

lila:hasLemma18). By clicking on the URI of a
token linked to the lemma, its datasheet is shown,
where also the sentence-based context of the token
and its citation reference is provided.

3.2. The LiLa Interactive Search Platform

The LiLa Interactive Search Platform (LISP)19 is an
interactive graphical interface to perform SPARQL
queries on the textual resources and a subset of
the lexical resources interlinked in the LiLa RDF
triple store.

Like the Lemma Bank query interface, LISP re-
lies on a SPARQL endpoint, although it works on a
larger scale, performing searches on all the graphs
present in the LiLa triple store. The interface of
LISP was developed in react-js and it replicates
the macro structure of the graphs of the resources
interlinked in LiLa, representing graphically the con-
nections between them via nodes (for the Lemma
Bank and the resources) and directed edges (for
their relations). Such network-like representation
helps the user to select the nodes that make up the
search and to visualize the various levels on which
to act to refine the results of the query.

For example, to retrieve in a selection of the cor-
pora interlinked in LiLa all the tokens of those lem-

18http://lila-erc.eu/ontologies/lila/
hasLemma

19https://lila-erc.eu/LiLaLisp/;
https://github.com/CIRCSE/LiLa_LISP.
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mas that feature certain properties reported by a
corresponding entry in a specific lexical resource,
LISP completes the path from the node for the to-
kens to that for the lexical resource in question. In
particular, by applying a Depth-first search algo-
rithm on the descriptive tree of the LiLa graphs,
LISP adds the nodes for the Documents20 and
for the Lemma Bank along the path. Like for the
Lemma Bank query interface, the values of each
node restrict the configurable values of the others
in the query. To reduce the amount of data obtain-
able by querying the entire LiLa triple store, each
node contains only the instances of the class it
represents. Then, each node executes a SPARQL
query that recovers the data by concatenating back-
wards the descriptive SPARQL queries of all the
nodes present in the generated tree.

On the left part of the screen, the platform fea-
tures a few buttons organized in three areas. From
top to bottom, they are the following:

• area for textual resources, which can be
queried by Authors, Corpora, Documents, and
Tokens;

• area for the Lemma Bank;

• area for lexical resources. Currently, it in-
cludes Word Formation Latin, LatinAffectus,
Latin WordNet, the Lewis and Short dictionary
and Latin Vallex.

LISP helps to combine information taken from dif-
ferent resources, by filtering their (meta)data, using
the buttons from the three areas described above.
For instance, by using the Documents, one can
make a selection of the works (or sections of works)
to query. Once works are selected, one can add
information taken from a lexical resource, thus nar-
rowing the query further. Typically, the last button
to use is that of tokens, as it shows the list of tokens
in the works selected that present the lexical proper-
ties taken from the lexical resources interlinked. As
mentioned, the query is represented graphically in
network-like fashion, showing the complete query
path leading to tokens, according to the Lemma
Bank based architecture of the LiLa KB.

Figure 2 shows the graphical representation of
a query that searches in the documents whose
authors are Catullus (taken from the LASLA cor-
pus), Thomas Aquinas (from the Index Thomisticus
Treebank), or Dante (from UDante). The node for
the authors is linked to that for the tokens by the
node for the Documents, which is connected to the
lexical resources by passing through the Lemma
Bank. The lexical resources provide lexical informa-
tion to restrict furthermore the tokens to search. In

20Documents are single works, or sections of works
(e.g., books). Corpora are collections of Documents.

the example, two resources are used: from Word
Formation Latin the deverbal verbs formed with
the prefix de- are selected; from Latin Vallex those
words that have an Addresse in at least one of their
valency frames (passing through the node for the
Latin WordNet, as the two resources share the lex-
ical entries). This query results in 1,225 tokens,
which LISP presents as an alphabetically ordered
list, where each token is followed by the title of the
work in which it occurs (see Figure 3). By clicking
on a token, its datasheet is shown, where its full
reference and a KWIC-like visualization is provided.

Figure 2: A graphical query in LISP.

Figure 3: Results of a query in LISP.

4. Populating LiLa. The Text Linker

The LiLa Text Linker21 is a web application de-
signed to assist users in the every step of the work-
flow to produce RDF editions of Latin texts fully

21https://lila-erc.eu/LiLaTextLinker/;
https://github.com/CIRCSE/LiLa_
TextLinker.
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integrated with the LiLa KB. The Text Linker inte-
grates components to perform the text-processing
stage, the manual editing and the creation of the
RDF output.

The workflow starts from the raw text of a Latin
work22. In the text-processing stage, after a mini-
mal normalization step that takes care of spelling
conventions such as the use of characters u or j for
v and i, the input is lemmatized and PoS-tagged
with the help of a custom model for the UDPipe
(v.1.3) annotation pipeline (Straka and Straková,
2017). The ad-hoc model was trained on approx-
imately 3,400,000 tokens, including data from 4
of the Latin treebanks distributed in Universal De-
pendencies (Index Thomisticus Treebank, PROIEL,
Perseus, and UDante)23, the Opera Latina pub-
lished by LASLA, the Latin text database Compu-
tational Historical Semantics, which is part of the
Latin Text Archive24, and a series of lemmatized
works curated by the CIRCSE, either published25,
or in publication26. Data were harmonized as for
both lemmatization criteria and PoS tagging, using
the Universal PoS tagset (Petrov et al., 2011).

Prec. Recall F1 AligndAcc
UPOS 94.02 94.02 94.02 94.02
Lemmas 93.70 93.70 93.70 93.70

Table 1: Performance of the ad-hoc model used by
the LiLa Text Linker.

This corpus was randomly partitioned into a train-
ing (70%), development (20%) and test (10%) set.
We evaluated the performances of the model on
the test set. The results are reported in Table 1.

In a second step, the lemmatized tokens are
matched against the lemmas in the LiLa KB. The
Text Linker’s matching algorithm is set to be strict,
returning only candidates whose lemma string and
PoS-tag fully match the output of the annotation via
the UDPipe model.

The result of the lemmatization and linking phase
is returned to the users, who have the opportunity
to perform any manual edits or correction that they
desire. A screenshot of the interface is shown in
Figure 4. The tokens in the text are coloured accord-

22At the moment, the application only accepts simple
text (txt) as input. A future development could be to
support also other formats and standards that are com-
monly used for digital editions, including in particular TEI-
compliant XML. On TEI see https://tei-c.org/.

23https://universaldependencies.org/
24https://lta.bbaw.de
25Augustine’s Confessions (https://github.com/

CIRCSE/AugustiniConfessiones), Sabellicus’ De
Latinae Linguae Reparatione (https://github.com/
CIRCSE/Sabellicus).

26Avianus’ Fabulae, Cicero’s De Divinatione.

ing to the results from the previous stage: tokens
that were matched with one single entry of the LiLa
KB are visualized in green. Grey is used for tokens
that were matched to more than one candidate;
tokens in orange could not be matched.

By clicking on any linked token in the text, it is
always possible to modify the automatic match by
removing the suggested link and searching for can-
didates in the KB manually. In case of ambiguous
matches (tokens in gray), it is also possible to se-
lect the appropriate candidate (or search for the
right lemma by unlinking any of the proposed op-
tions), thus manually turning a 1:many match into
a 1:1. Figure 4 shows an example of this process:
the right pane of the interface shown in the screen-
shot is triggered by clicking on the ambiguous word
litora, which is automatically assigned lemma litus
and PoS NOUN27. For all the matching lemmas in
the LiLa KB, the interface displays a series of infor-
mation (including the senses for the Latin WordNet
and the Lewis and Short dictionary, if available).
These data are retrieved via a chain of SPARQL
queries to the LiLa triple store executed in the back-
ground. By selecting one of the lemma candidate,
users have the opportunity to save the link. A pie
chart on the top-right corner visualizes the statis-
tics of the matching phase, showing the number of
unique, ambiguous or missing matches; the counts
are updated after any manual intervention of the
editor.

The lemmatization and linking process can also
be performed using a REST API for the service.
The API returns a JSON output with the tokenized
and sentence-split text. For each token, the output
includes the PoS-tag, the lemma string produced
by UDPipe and the list of URIs of all candidates for
matching in the LiLa KB. It is also possible to use
the API via the Language Resource Switchboard
of the CLARIN consortium (Zinn, 2018), where the
tool can be selected from the menu of the lemma-
tizers for Latin28.

Once that the users are satisfied of the results,
they can use the Text Linker to export the text as
RDF. In order to generate a RDF serialization, the
interface requires a series of metadata, which the
users can enter by filling the short form shown in
Figure 5.

27There are three lemmas litus (NOUN) in the
Lemma Bank: http://lila-erc.eu/data/id/
lemma/110686 (meaning: ‘a landing place’), http:
//lila-erc.eu/data/id/lemma/62506 (meaning:
‘a servant’), and http://lila-erc.eu/data/id/
lemma/111141 (meaning: ‘a smearing’).

28At the moment, the integration is still in progress,
and the tool is only available in the testing interface
of the Switchboard: https://beta-switchboard.
clarin.eu/.
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Figure 4: Correcting the lemmatization/linking output with the LiLa Text Linker.

Figure 5: Metadata for the RDF output of the LiLa
Text Linker.

5. Conclusion and Future Work

One of the main challenges for the LLOD world
is to make fully exploitable the wealth of data and
metadata from linguistic resources that, over the

last decade, has been made interoperable through
the application of the principles of the Linked Data
paradigm.

In this paper, we have presented some services
of the LiLa KB, developed with the aim of enabling
scholars to make the most out of the interactions
between the Latin resources made available by the
KB. Indeed, more specifically, the challenge con-
cerns the impact that the computational treatment
of linguistic data can and should have on Classical
language studies. For this impact to occur, it is nec-
essary for digital resources and computational anal-
ysis tools to be made more easily accessible, and
for computational skills to be provided to humanists,
especially classicists. The LiLa services described
in this paper allow classicists to collect empirical
results that could not be obtained previously. They
represent a good showcase demonstrating the util-
ity of interoperability between different linguistic
resources. The hope is that classicists not only use
the services but also strive to go beyond, becom-
ing autonomous in both querying and publishing
linguistic data.

To this goal, testing and improving usability is
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a key factor. Of the three tools, the LiLa Text
Linker has been demoed and showcased to a se-
ries of events for professionals in the Digital Human-
ities, including the LinkedPast 6 workshop (2020),29

and a dedicated tutorial at the 2nd Conference of
the European Association for Digital Humanities
(EADH21).30 The other two, on the other hand,
are still to be presented to the wider public. In the
future, we intend to monitor the users more closely
and to run usability tests for the interfaces involving
representatives from the different communities of
our target users.

Another important aspect that we want to ex-
plore is that of the adaptability of the software. The
suite of tools that we presented here was designed
specifically for the LiLa knowledge base; therefore,
it is not ready to be used “out of the box” with data
modeled according to other ontologies or structured
differently from the LiLa paradigm. However, due
to the way our tools were developed, we expect
that only limited effort would be required to adapt
the software to other projects, especially those
that adopt the community standard Ontolex-Lemon.
The fact that the tools work with linked data and
are (mostly) based on interactions with a SPARQL
endpoint is crucial in ensuring adaptability. More
specifically, the LiLa query interface and the LiLa
Lisp interface retrieve their data via SPARQL and
can be re-modulated to query different triple stores.
The LiLa Text Linker is the only tool that, at the
moment, relies on an SQL database for reasons
of efficiency; that application too, however, can be
modified to interface with a triple store in order to
increase its portability. Such aspects of portability
must still be tested concretely, and any requirement
for adapting the tools to different data must still be
documented properly.

Beside linking new lexical and textual resources
and keeping on expanding the coverage of the
Lemma Bank, we also plan to update the trained
model of the Text Linker, using a larger training set
and version 2 of UDPipe. Furthermore, in LISP we
will add access to further lexical resources, such
as the Lexikon der indogermanischen Verben (Zim-
mer, 2002) (Boano et al., 2023) (CIRCSE, 2023c),
by generalizing the query process that we already
developed for querying similar resources. Indeed,
so far the facets that describe the nodes used in
LISP have been developed ad-hoc for each sin-
gle resource included in the platform. However, in
the near future, we expect to reuse the nodes as
modeling templates for adding more resources.

29https://lila-erc.eu/
linked-pasts-6-activity/.

30https://lila-erc.eu/eadh-2021/.
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Abstract 
We present a manually curated and annotated, multidisciplinary dataset of 15,262 sentences from research articles (abstract 
and main text) that can be used for transformer-based extraction from scholarly publications of three types of entities: 1) 
research methods, named entities of variable length, 2) research goals, entities that appear as textual spans of variable 
length with mostly fixed lexico-syntactic-structure, and 3) research activities, entities that appear as textual spans of variable 
length with complex lexico-syntactic structure. We explore the capabilities of our dataset by using it for training/fine-tuning 
various ML and transformer-based models. We compare our finetuned models as well as LLM responses (chat-GPT 3.5) 
based on 10-shot learning, by measuring F1 scores in token-based, entity-based strict and entity-based partial evaluations 
across interdisciplinary and discipline-specific datasets in order to capture any possible differences in discipline-oriented 
writing styles. Results show that fine tuning of transformer-based models significantly outperforms the performance of few-
shot learning of LLMs such as chat-GPT, highlighting the significance of annotation datasets in such tasks. Our dataset can 
also be used as a source for linguistic linked data by itself. We demonstrate this by presenting indicative queries in SPARQL, 
executed over such an RDF knowledge graph.   

Keywords: Information Extraction from Text, Transformer-based Information Extraction, Scholarly Annotation Corpus, 
Linguistic Linked Data, RDF Knowledge Graph  

1. Introduction 
The steep increase of research publications in every 
major discipline (Bornmann et al., 2021) makes it 
increasingly difficult for experts to maintain an 
overview of their domain, increases the risk of missing 
new work or reinventing solutions, and makes it 
harder to relate ideas from different domains. To 
address this problem new “strategic reading” 
methodologies can be applied in order to transform 
the essence of knowledge encoded in textual form 
into structured format comprising concepts and 
relations that address the information needs of 
researchers, thus changing the ways in which they 
engage with literature (Renear & Palmer, 2009). This 
type of encoded information can alleviate the task of 
keeping up to date in a specific domain, while 
maintaining a bird’s-eye-view over a discipline or 
across disciplines, something particularly useful in 
interdisciplinary fields. To this end, entities 
representing the encoded information need to be 
appropriately identified and extracted from text 
through the use of various NLP and ML methods. This 
task has been significantly alleviated by the recent 
advancements in Deep Learning, where the 
application of transformer-based models in various 
NLP tasks (Vaswani et al., 2017) enabled the 
extraction of semantically complex information from 
text, while at the same time increased the demand for 
large annotated datasets for fine-tuning the millions of 
parameters of those models.  
Indeed, information extraction (IE) from scientific 
papers has attracted a lot of interest over the past 

 
1 https://chat.openai.com/chat 

years, as testified by the recent creation of various 
challenges on Scientific Information Extraction 
(ScienceIE). This constant challenge for new ML 
methods for ScienceIE calls for additional new 
datasets, capable of demonstrating and 
benchmarking the new capabilities of those methods.  
In addition, despite the recent advancements in Large 
Language Models (LLMs) such as chat-GPT1 and its 
remarkable ability to generate text that resembles 
human-like language, as demonstrated by numerous 
studies (Gao et al., 2023; Jimenez Gutierrez et al., 
2022; X. Li et al., 2023; Ma et al., 2023; Qin et al., 
2023; Qiu & Jin, 2024), when it comes to NLP tasks 
like IE and NER, these models underperform 
significantly compared to DL models that are 
finetuned in task specific annotated datasets, thus 
showcasing even more the significance of the latter in 
IE tasks.  

In this paper we present such a manually curated 
dataset comprising of 15,262 sentences sampled 
from 3,500 research publications and 172 research 
subfields, that is specifically designed for extracting 
various types of entities of varied semantic 
complexities and lexico-syntactic characteristics. 
Specifically, we offer annotations for three different 
types of entitles: 1) research methods, named entities 
of variable length, 2) research goals, entities that 
appear as textual spans of variable length with mostly 
fixed lexico-syntactic-structure, and 3) research 
activities, entities that appear as textual spans of 
variable length with complex lexico-syntactic 
structure.  
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The concepts in this dataset are designed to be 
general enough so that they can be applied across 
disciplines and, at the same time, be capable of 
representing essential knowledge of “who has done 
what, why and how” in a research paper. Extracting 
such information can lead to creating RDF Knowledge 
Graphs capable of answering complex semantic 
queries like: “find all papers that address a given 
problem”; “how was the problem solved”; “which 
methods are employed by whom in an activity 
addressing particular research goals”, etc. (Pertsas & 
Constantopoulos, 2023). This goes beyond the 
retrieval features of search engines widely used by 
researchers, such as Google Scholar2, Scopus3 or 
Semantic Scholar4 that mostly leverage bibliographic 
metadata, while knowledge expressed in the actual 
text is exploited mostly by matching query terms to 
documents.  

We explore the capabilities of our dataset along four 
dimensions: 1) Classification Method: we experiment 
with training/fine-tuning various ML and DL models as 
well as LLMs (chat-GPT 3.5) through prompting; 2) 
Linguistic Characteristics: we explore the 
performance of our methods across interdisciplinary 
and discipline-specific subsets in order to capture any 
possible differences in discipline-oriented writing 
styles as demonstrated in (Alluqmani & Shamir, 2018; 
Leong, 2024); 3) Processing Granularity: we test the 
effectiveness of classification at three levels of 
granularity: token-based, entity-based strict and 
entity-based partial. In addition, the included entities 
represent three levels of lexico-syntactic complexity: 
named entities of variable length, “non-named” 
entities (i.e. non real world objects that can’t be 
denoted with proper names) that are of variable length 
with mostly fixed lexico-syntactic-structure and 
variable length with complex lexico-syntactic 
structure; 4) Linguistic Linked Data Generation: we 
demonstrate the capabilities of our dataset as a 
source for linguistic linked data, through semantically 
complex queries in SPARQL that can be executed 
over such an RDF Knowledge Graph. 

The rest of the paper proceeds as follows: in Section 
2 we present related work regarding the creation of 
datasets for Science IE; in Section 3 we present the 
characteristics of our dataset and describe the 
methodology for its creation; in Section 4 we 
demonstrate the capabilities of the dataset through 
various experiments with ML, DL transformer-based 
and LLM prompting methods; in Section 5 we discuss 
the performance of the dataset based on the 
evaluation experiments and demonstrate its 
capabilities as a source for linguistic linked data and 
in Section 6 we conclude the paper with insights for 
future work. 

2. Related Work 
Information extraction from scientific text constitutes 
an active research field where ML and DL models are 
trained/fine-tuned on annotated corpora designed for 

 
2 https://scholar.google.com/ 
 

capturing specific knowledge according to the task at 
hand. Entity extraction is usually treated as a token 
classification or sequence labeling task where a 
classifier predicts whether each token belongs to the 
entity in question or not, based on the corresponding 
token-based annotations. In addition, recent 
advancements in LLMs have given rise to new 
methodologies regarding prompting techniques for 
interacting with these models based on few or even 
zero demonstrating examples in few / zero-shot 
learning (Brown et al., 2020; Das et al., 2022; Lu et 
al., 2022; Perez et al., 2021; X. Wei et al., 2023), while 
others implement chain-of-thought (CoT) reasoning 
(Ashok & Lipton, 2023; J. Wei et al., 2023) that can 
help in reasoning tasks such as solving mathematical 
problems, or works like (P. Li et al., 2023; Wang et al., 
2023) that experiment with code generation. In our 
work, for comparison purposes, we include in our 
dataset experiments, a prompt template for LLMs 
(chat-GPT 3.5) that leverages both few-shot and code 
structure transformation.  
 
Concerning the creation of datasets that can be used 
for IE, in domain specific fields like Biology and 
Bioinformatics, works like the BioText project (Rosario 
& Hearst, 2004) offer semantically annotated corpora, 
consisting of 3500 sentences drawn from MEDLINE 
abstracts labelled for Disease and Treatment and 
seven types of relation holding between them. In 
(Franzén et al., 2002; Kim et al., 2003) the Yapex and 
GENIA corpora offer annotated sentences with 
named entities of proteins and specific biological 
entities and events respectively. Regarding Medicine 
and Health Sciences, in (Roberts et al., 2009) the 
authors present a dataset from clinical texts, 
annotated with domain specific entities like Condition, 
Investigation, Drug, Locus etc. interrelated with 
relations: has_target, has_type, location, modifies. In 
(Borchert et al., 2022) the authors present a dataset 
of annotated named entities regarding Oncology (e.g. 
Finding, Substance, Procedure), which then evaluate 
using transformer-based models. In (Cheng et al., 
2022) the authors present a manually annotated 
dataset from Japanese clinical reports with entities 
representing medical terms like Diseases and 
Symptoms and Medicine, as well as medical and 
temporal relations among them, which they evaluate 
using ML models. In Material Science, the authors of 
(Mullick et al., 2022) annotate a corpus with entities of 
type: Code, Material, Method, Parameter and 
Structure in order to train and evaluate their ML 
pipeline architecture.  
 
In interdisciplinary ScienceIE projects, works like 
(Jain et al., 2020; Luan et al., 2018) present SciREC 
and SciREX, datasets from paper abstracts 
containing annotations of  scientific entities (Task, 
Method, Metric, Material, Other-ScientificTerm and 
Generic). In (Qasemi, Zadeh & Schumann, 2016) a 
corpus of paper abstracts is manually annotated with 
terms classified into categories like Method, Tool, 

3 https://www.scopus.com/home.uri  
4 https://www.semanticscholar.org/  
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Language Resource, Product, etc. In (Osenova et al., 
2022) the authors present the Bulgarian Event corpus 
with annotations of named entities like Locations, 
Events, Products, etc. derived from the CIDOC-CRM 
Ontology and oriented mainly to Social Sciences and 
Humanities. In (Augenstein et al., 2017) the authors 
present a dataset with annotations of named entities 
like Process, Task, Material and relations like 
hyponym-of and synonym-of. 
 
Compared to these works, we use a multidisciplinary 
dataset deriving from more than 170 research 
subfields in order to capture potential differences in 
writing styles among disciplines (Alluqmani & Shamir, 
2018), since we use concepts that are general 
enough to be applied in any scientific field. In addition, 
to the best of our knowledge, our dataset is the first to 
contain entities of such lexico-syntactic complexity 
and variation in form and length. In this sense, it can 
be used for showcasing the capabilities of ML models 
in capturing various attributes of English language in 
a scholarly publication and not only those contained 
in a form of a named entity or an entity of relatively 
small length and fixed lexico-syntactic structure. The 
use of such semantically complex and -of highly 
variable length- entities, makes the problem of IE 
more challenging when it comes to employing 
prompting techniques for LLMs (as demonstrated in 
Section 4), thus showcasing the value of creating 
large, annotated datasets that can instead fine-tune 
DL transformer-based models with higher 
performance in such tasks.  

3. Dataset Creation Methodology 
For the creation of our dataset, we initially gathered a 
set of 25,681 papers spanning years 2000-2021 from 
JSTOR repository using the Constellate5 portal. This 
initial material after various NLP processes for OCR 
Noise removal, text cleaning, tokenization and 
sentence segmentation, yielded in total 3,700,000 
cleaned sentences. From those, we randomly 
sampled a total of 15,262 sentences deriving from 
3,500 papers which, according to articles’ metadata 
(fields: “publisher” and “tdmCategory”) were 
published under 352 different publishers and derived 
from 172 different disciplines and subfields. The 
dataset is in English language since this is most 
commonly used in academia. The aim was to create 

 
5 https://constellate.org/ 

a multidisciplinary corpus capturing as many different 
writing styles as possible.  
 
The conceptual model behind the annotation schema 
is Scholarly Ontology (SO) (Pertsas & 
Constantopoulos, 2017), a domain-independent 
ontology of scholarly/scientific work. A specialization, 
in fact precursor, of SO already applied to the domain 
of Digital Humanities (that being an interdisciplinary 
field itself) is the NeDiMAH Methods Ontology 
(NeMO) (Constantopoulos et al., 2016). A brief 
overview of the definitions of SO concepts that were 
used in the annotation schema and guidelines is given 
below. For a full account see (Pertsas & 
Constantopoulos, 2017). 
3.1 Annotation Schema 
The Annotation schema used for the creation of this 
dataset was based on the following SO concepts and 
relations:  
 
Activity: Instances of the Activity class represent 
research processes or steps thereof such as an 
experiment, a medical or social study, an 
archaeological excavation, etc. They usually manifest 
in text as spans of phrases in passive or active voice 
in first person singular or plural, according to the 
number of authors who are their actual participants.  
 
Method: In contrast to activities, which are actual 
events carried out by actors, instances of the Method 
class denote procedures, such as an algorithm, a 
technique or a scheme that can be employed during 
an activity and describe how this was carried out. 
They are usually designated by single or multiple 
word terms, e.g. “ANOVA”, “radio-carbon dating”, etc., 
so their manifestations in text are mostly identified as 
named entities of variable length. 
 
Goal: Goals represent the objectives of the activities 
and describe the intentional framework in which they 
were carried out. In addition, instances of the Goal 
class can represent general research goals of the 
paper that summarize the research objectives of all 
the activities described in it. In either case, they 
manifest in text as spans that declare purpose and are 
mostly introduced with purpose clauses like “for”, “to” 
or “in order to”. 

Figure 1: Example of Activity in passive voice, Method and Goal 

Figure 2: Example of Activity in active voice, Method and Goal 
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Indicative examples of all the above textual 
manifestations of SO classes and relations can be 
seen in Figures 1 and 2. 
3.2 Annotation Process 
The annotation process was based on protocols 
described in (Roberts et al., 2009) and involved a trial  
phase during which three annotators, after 
appropriate training in the SO concepts, participated 
in 5 consecutive annotation trials covering in total 500 
sentences from 300 papers. Each trial was followed 
by review of the entire batch by the group, discussion 
on the results and differences among annotations, re-
adjustment of the annotation guidelines and 
evaluation of the inter-annotator agreement (IAA) 
using the Cohen’s Kappa metric for IAA between 
annotator couples   and Fleiss’ Kappa for the group of 
three. We used the Prodigy6 annotation tool for all the 
annotations and developed a Prodigy recipe for 
calculating the IAA scores.  
 
After the trials, the best IAA scores reached 0.89 for 
Activity, 0.91 for Method and 0.92 for Goal, yielding 
sufficient agreement levels so that annotators could 
subsequently work on separate datasets. The entire 
annotator training process lasted approximately 25 
hours.  
 
As a general comment regarding the annotation of 
different types of entities, the most difficult type to 
agree upon was the Activity class. This can be 
attributed to the complexity of the lexico-syntactic 
structure of that particular entity type that produced 
differences among annotators, especially in the 
identification of boundaries in cases of very large 
lengths (compound phrases). On the other hand, 
Methods and Goals with clearer lexico-syntactic 
structures were easier to agree upon as can be seen 
from the higher agreement levels starting even from 
the first trial.  
 
In addition to the annotation labels for the entities, the 
annotators used three “meta” labels for all the 
annotation sentences / spans: 1) Accept, where the 
annotator was confident for the annotation and the 
sentence/span is OK to be included in the dataset; 2) 
Reject, for the cases where the sentence/span was 
incomprehensible due to high noise from non-
Unicode artifacts or non-English language and thus 
were to be excluded from the dataset; 3) Ignore, for 
the cases where the sentence/span was 
comprehensible but it wasn’t clear if the annotation 
fulfils the specifications of the task at hand. The latter 
were agreed to be included in the dataset, since they 
can provide valuable material for other experiments, 
but not to be counted for the experiments mentioned 
in this paper since they were considered as prone to 
create outliers due to their ambiguity. Nevertheless, 
these cases were very few, counting less than 3% of 
the entire dataset. 
 

 
6 https://prodi.gy/ 

When the annotation task was completed, the entire 
dataset was adjudicated by one annotator in order to 
maintain a constant annotation style throughout the 
entire dataset. Analytical results (group IAA) for each 
annotation trial and entity/relation type that show the 
progress in the agreement of the annotation tasks are 
presented in Table 1. 
 

 Trial1 Trial2 Trial3 Trial4 Trial5 
Activity 0.69 0.73 0.78 0.81 0.89 
Method 0.71 0.78 0.84 0.89 0.91 

Goal 0.81 0.86 0.92 0.90 0.92 

Table 1: IAA scores per entity type for each 
annotation trial 

3.3 Dataset Statistics 
The annotation statistics of the final dataset, after 
adjudication, are shown in Table 2. In total, the 
dataset comprises 15,262 sentences and 517,499 
tokens. At sentence level, the dataset contains 10,754 
labeled sentences (i.e. sentences that contain at least 
one label). At span level (as a span we consider each 
individual textual chunk that is annotated as an entity) 
there are in total 19,173 entity labels (i.e., labels 
assigned to spans to denote them as activities, 
methods or goals). At token level (as tokens we 
consider individual lexical units like words, 
punctuation marks, etc.) the dataset contains in total 
192,087 labeled tokens (i.e. annotation labels 
assigned to tokens, to denote them as part of a textual 
span representing an activity, goal and/or a method). 
Compared to other published benchmarks in 
ScienceIE tasks (Augenstein et al., 2017; Jain et al., 
2020; Luan et al., 2018; Qasemi, Zadeh & Schumann, 
2016) our dataset shows similar or higher numbers of 
annotations, which renders it a good source for 
ground truth in such experiments. The annotated 
dataset in jsonl format can be accessed from GitHub7. 

 Activity Method Goal Total 
Sent-level 6,610 6,028 4,029 10,754 
Span-level 7,211 7,415 4,547 19,173 
Token-level 126,702 14,036 51,349 192,087 

Table 2: Dataset statistics for entity extraction 

4. Experimental Setup 
In order to evaluate the capabilities of the dataset in 
terms of how well it can fine-tune / train different types 
of ML models for performing the task at hand, we 
designed a total of 36 experiments measuring 
performance in entity extraction task.  

4.1 Models and Methods 
From the annotated dataset after random shuffling, 
we held out 20% for the evaluation set and the rest 
we split into training and development sets with the 
latter being 10% of the training set. We balanced our 
training sets but left unbalanced the evaluation sets 
so that we could measure performance in real case 
scenarios.  

7https://github.com/athenarc/ScholarlyIE-Datasets/ 
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In addition, in order to explore further possible 
differences in the writing styles of various disciplines, 
we created two subsets of the evaluation set: one with 
the sentences that were derived from papers in 
Humanities disciplines and another with sentences 
from papers in Health Sciences and Biology (H&B). 
Detailed statistics of the annotated entities contained 
in each subset are given in Table 3. 

Regarding the entity extraction task, we used the 
above datasets to train / evaluate two different DL 
models for each entity: 1) a DL entity recognizer 
employing a Bert-base-NER transformer model that 
uses self-attention to process input sequences and 
generate contextualized representations of words in a 
sentence and 2) a DL entity recognizer employing a 
Roberta-base transformer, a variant of BERT, trained 
on a much larger dataset (10 times larger) and using 
a dynamic masking technique during training that 
helps the model learn more robust and generalizable 
representations of words. Both models came from the 
Hugging-Face library8 and were used for vector 
representation in combination with a transition-based 
parser for the sequence labeling part. For the latter 
we used the development set for hyperparameter 
optimization (dropout=0.1, Adam optimizer -L2=0.01). 
All of the transformer models and the transition-based 
parsers were fine-tuned / trained on the same 
datasets. These are the models A-BERT-base-NER, 
A-RoBERTa-base, for the extraction of Activities, M-
BERT-base-NER and M-RoBERTa-base for the 
extraction of Methods and G-BERT-base-NER, G-
RoBERTa-base for the extraction of Goals. 

 
8 https://huggingface.co/models 

In addition, for comparison reasons, we used the 
same dataset for training/evaluation of the spaCy 
default Named Entity Recognizer9 consisting (at the 
time of writing this paper) of a CNN with Bloom 
Embeddings that utilize a stochastic approximation of 
traditional embeddings in order to provide unique 
vectors for a large number of words without explicitly 
storing a separate vector for each of them (Miranda et 
al., 2022). These are the models A-CNN, M-CNN, G-
CNN.  

Furthermore, we designed a prompt template that 
leverages k-shot learning and text-to-structure 
capabilities of chat-GPT (GPT 3.5), in order to recast 
the structured output in the form of code instead of 
natural language. More specifically, we used the 
development set for experimenting with various 
combinations in prompt, such as different number of 
included examples (k=3,5,10,20), inclusion or not of 
the actual entity spans and inclusion or not of the 
reasoning for each entity extraction. Responses of the 
LLM into various prompt types during development 
stage showed that: i) describing the type of output in 
combination with specific examples helps the LLM to 
understand how to perform the output transformation 
and the classification task; ii) Although the increase in 
the number of examples helps performance, the 
added computational (and budget) costs from the 
larger prompts need to be taken into account when 
setting the threshold for the number of included 
examples (in our case k=10 proved to be a fair 
threshold); iii) using only the reasoning field without 
any demonstrating examples didn’t contribute  

9 https://spacy.io/api/entityrecognizer 

 Training/development Total Evaluation set H&B Subset Humanities Subset 
Act Meth Goal Act Meth Goal Act Meth Goal Act Meth Goal 

Sent 4,329 4,259 2,492 2,281 1,769 1,537 1,242 1072 699 1,008 658 889 
Span 4,727 5,250 2,840 2,484 2,165 1,707 1,357 1,338 781 1,095 755 984 
Token 84,469 9,716 32,237 42,233 4,320 19,112 24,577 2,706 9,665 15,944 1,489 10,237 
Table 3: Number of annotated spans of the train/dev and eval subsets at sentence, span and token level. 

Figure 3: Indicative example of the prompt template. Each section is highlighted in different color. 
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significantly to the overall performance increase (in 
comparison to adding more examples), as could be 
the case with other tasks like solving mathematical 
problems. Also it is to be noted that, similarly to 
(Fatemi & Hu, 2023), we experienced inconsistent 
performance across all experiments with variations in 
the output when the same input was repeated, even 
from a single account. Based on these observations, 
our proposed template consists of five sections: 1) 
description of the task at hand; 2) definitions of the 
entities, requested for extraction; 3) description of the 
requested output; 4) inclusion of 10 indicative 
examples for guidance; 5) input of the text to be 
annotated in the desired format. Using this template, 
the input is inserted as json lines (jsonl), each 
consisting of a dictionary containing the keys: “text” -
with the actual text of the sentence and “spans” – a 
list of dictionaries, each containing the “label” 
denoting the type of the extracted entity, the entity 
span and pointers for the token-based and/or 
character-based entity boundaries, respectively. The 
LLM is enforced to recast the output in the same 
format, thus enabling easy integration with other 
workflows (through the Open AI API) and annotation 
tools such as Prodigy. The template is displayed in 
Figure 3. We used the same evaluation set in order to 
measure the performance of GPT 3.5 in the tasks at 
hand. These are the models A-10-shot-GPT for the 
extraction of Activities, G-10-shot-GPT for the 
extraction of Goals and M-10-shot-GPT for the 
extraction of Methods respectively.  
4.2 Evaluation 
The evaluation of Information Extraction methods 
involves comparing classifier results against a “gold 
standard” produced by human annotators. To this 
end, a confusion matrix is calculated based on the 
true positives (TP) -correctly classified predictions-, 
false positives (FP) -incorrectly classified predictions- 
true negatives (TN) -correctly non-classified 
predictions and false negatives (FN) -incorrectly non-
classified predictions. Performance scores are then 

 
10 https://pypi.org/project/nervaluate/ 

measured based on Precision (P), Recall (R) and F1 
as usual. 

For the entity extraction task, we conducted three 
types of evaluation experiments following the 
guidelines in (Segura-Bedmar et al., 2013) and using 
the nerevaluate 0.1.810 and the scikit-learn11 python 
libraries: 1) token-based, where a true positive (TP) is 
a token correctly classified as part of a chunk 
representing the entity, etc.;  2) entity based -partial 
matching, where some overlap between the tagged 
entity and the “golden” entity is required, but counts 
as half compared to the exact matches and 3) entity-
based -strict matching, where only exact boundaries 
of the entities are counted for the match. Detailed 
results for all the evaluation experiments (reported 
here as F1 scores per entity type, classification 
method, evaluation method and dataset) are shown in 
Table 4.  

5. Discussion 
As a general remark regarding all the evaluation 
experiments, overall performance suggests that the 
dataset can be used adequately for finetuning DL 
models like transformers.   

5.1 Classification Method  
Regarding the performance of each methodology, 
fine-tunned transformer-based models showed 
superior performance in comparison to the rest of the 
models.  

Specifically, compared to the CNN, higher 
performance was expected since transformer-based 
models can capture far more language attributes from 
the textual context and thus “understand” better the 
individual characteristics even for syntactically 
complex entity types.  

Performance of the LLM was also inferior, something 
expected since, as demonstrated in (Gao et al., 2023; 
Jimenez Gutierrez et al., 2022; X. Li et al., 2023; Ma 
et al., 2023; Qin et al., 2023; Qiu & Jin, 2024), when it 

11 https://scikit-learn.org/stable/ 

 Humanities Health & Biology Total 
Token Partial Strict Token Partial Strict Token Partial Strict 

A-10-shot-GPT 48.53 42.66 12.37 69.64 44.91 15.17 56.17 45.32 13.25 
A-CNN 64.99 61.12 47.21 71.46 65.71 50.51 68.15 63.06 48.36 

A-Bert-base-NER 86.93 81.58 78.26 86.19 86.78 80.26 86.43 84.07 79.08 
A-Roberta-base 88.10 84.36 79.67 89.26 88.00 81.06 89.01 86.62 80.06 
G-10-shot-GPT  44.28 44.99 11.26 49.76 47.05 12.34 47.54 45.11 12.27 

G-CNN 82.65 70.63 54.87 80.36 67.15 47.72 81.94 69.49 52.38 
G-Bert-base-NER 86.99 80.68 71.63 87.12 78.61 66.29 86.98 79.97 69.51 
G-Roberta-base 87.03 81.45 73.01 88.84 82.20 70.11 88.59 80.62 72.79 
M-10-shot-GPT  40.03 33.96 18.87 43.89 34.03 19.19 43.11 34.31 19.74 

M-CNN 74.41 72.86 64.85 76.33 74.49 66.95 75.54 73.75 65.84 
M-Bert-base-NER 82.83 79.29 73.18 82.61 79.63 73.70 83.03 79.80 74.01 
M-Roberta-base 83.59 80.47 75.10 83.61 80.60 74.43 83.79 80.81 74.97 

Table 4: Evaluation results (F1 Scores). Prefixes A, G & M denote Activities, Goals & Methods respectively. 
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comes to NLP tasks like IE and NER, these models 
underperform significantly compared to DL models 
like BERT that are finetuned in task specific annotated 
datasets. This situation is expected to become worse 
when it comes to the extraction of entities with more 
complex lexico-syntactic structures than standard 
named entities and of variable length, as is the case 
in our dataset. This is demonstrated in particular by 
the low performance in the entity-strict evaluations, 
where probably due to the aforementioned reasons 
and the lack of massive training data that is available 
in fine-tunning methods, the LLM failed to capture the 
exact boundaries of the spans. Nevertheless, LLM’s 
performance in partial- and token-based evaluations 
suggests their potential use in distance learning 
techniques, since they can easily yield massive (but 
noisy) annotations that could further be manually 
corrected, or filter candidate sentences for 
annotation, thus easing the total annotation cost in 
time and effort.  

Regarding the fine-tunned transformer-based 
models, the difference in performance among the 
RoBERTa and the BERT models can be attributed to 
the fact that the former is pretrained on much larger 
datasets and in a more efficient way than the latter. 
The high performance of transformer-based models, 
with F1 reaching up to 89.26 in “lenient” token-based 
evaluation and up to 81.06 in strict entity-based 
evaluation, is also evidence of the adequacy and 
quality of the annotations in our dataset for fine-
tuning/training.  

5.2 Linguistic Characteristics 
Regarding the variations in performance with respect 
to the different discipline-focused evaluation subsets, 
the biggest differences appear in the extraction of 
activities (F1=88.00 in H&B compared to F1=84.36 in 
Humanities subset). Apart from the difference in the 
number of labeled tokens between the two subsets, 
which could lead to lower performance, visual 
inspection of the errors showed that in Humanities 
disciplines (e.g. in Archeology, History, Paleontology, 
etc.) there are a lot of mentions of historical events 
which, being events themselves, have textual 
descriptions that bear similar lexico-syntactic 
structures with those of research activities. Such 
cases, especially in passive voice with missing agent, 
are more difficult to discern. A similar situation arises 
in certain cases of research goals extraction, 
especially when these are goals of those 
“misclassified activities”.  

Based on visual inspection of more than 1000 
sentences from the evaluation set and their 
comparison the rest of the dataset, the 
aforementioned cases could be considered as 
“extreme scenarios” of the dataset, since in these 
situations, the semantics for discerning a textual span 
representing a general activity or a goal (that are 
irrelevant of the research described in the paper) are 
not enough for the classifier to be able to make the 
correct prediction. Nevertheless, these errors could 

probably be resolved with heuristics that analyze only 
specific sections of the paper (e.g. excluding related 
work, background, historical references sections, 
etc.). 

5.3 Processing Granularity 
Analyzing the results of each entity type, showed that 
the highest performance was achieved in Activity 
extraction. This can be attributed to the differences in 
the number of labeled tokens for each entity that 
follows the overall differences in performance. So, the 
extraction of Methods -having the fewest labeled 
tokens per sentence on average-, despite being the 
simplest of all, in terms of lexico-syntactic structure, 
yielded lower performance compared to Goals which, 
in turn, fared slightly lower than Activities.  

Regarding the extraction of instances of the Goal 
class, analysis showed that, despite the fewer labeled 
tokens compared to activities spans, the overall good 
performance could be attributed to the fact that textual 
manifestations of goals have a concrete and 
consistent lexico-syntactic representation that allows 
for easier generalization of the corresponding DL 
models. Errors mainly occurred in cases of textual 
spans representing purpose that was not attributed to 
the author of the paper and thus should not be 
classified as a research goal according to SO 
definitions (e.g.: “The consortium’s survey of East Los 
Angeles was one of the first holistic efforts to 
document historic and cultural resources in the 
community.”). 

Similar performance was also observed in the 
recognition of Methods. Analysis showed that the 
errors mainly occurred in cases of named entities 
other than methods, which, however, appear in similar 
textual contexts. For example, consider the sentence: 
“In May 2005 two of us traveled to the Angolan 
provinces of Namibe and Bengo, where we employed 
a geographic information system (GIS) to model the 
potential distribution of new species.”. Here the tool: 
“geographic information system (GIS)” is erroneously 
annotated as a method by the classifier, probably due 
to the similar lexical form or the textual context of the 
sentence.  

Regarding the extraction of textual spans referring to 
the Activity class, errors were observed in some 
instances of the Activity class in passive voice, not 
recognized as such by the classifier.  For instance, in 
the sentence: “In this study carbon isotope 
discrimination was performed to assess the growing 
conditions of fossil cereal grains”, the classifier failed 
to recognize the activity span. These errors could be 
attributed to the inclusion of negative training samples 
(i.e., cases of sentences in passive voice referring to 
historical events or activities not performed by the 
authors and thus not being annotated as activities) in 
the training set.  

Regarding the variation in performance across 
different evaluation experiments (token-based, entity-
based-partial, and entity-based-strict evaluations) it 
can be seen that the exact boundaries of the entity 
are difficult to capture even for the highest performing 
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models. Analysis indicates that such errors mostly 
occur in cases where one type of entity overlaps with 
another. E.g., “As a consequence of different growth 
behavior of trees in the juvenile phase, two different 
methods to estimate the juvenile rings were used.”. 
Here, the boundaries of the enclosed entity were 
incorrectly detected, just like the tokens “were used” 
(in bold) were erroneously recognized as part of the 
goal span, although they are part of the overlapping 
activity. Other cases of erroneous boundary detection 
involved the inclusion of punctuation marks 
immediately following the entity inside the textual 
span. E.g., “To fulfill this purpose, we analyzed cranial 
discrete traits from this population.”. Especially 
concerning the Method class, such cases also 
involved the inclusion of information inside 
parentheses or brackets adjacent to the entities, 
probably due to the similarity in form with cases where 
the acronym of a method inside parentheses follows 
the method name (e.g., “Evaluation of Logistic 
Regression (P, R, F1) yielded good performance 
results…”, see also Fig. 1 for another example). 

5.4 Linguistic Linked Data Generation 
Apart from fine tuning transformer-based models for 
information extraction, this dataset can be used 
directly as a source for linguistic linked data by itself. 
Specifically, using the methodologies described in 
(Pertsas & Constantopoulos, 2023) the dataset can 
be transformed into an RDF Knowledge Graph (KG) 
adhering to Linked Data Standards. Such a KG can 
offer structured semantic views of the content of 
publications, which enhance our capability for 
comprehensive exploration of research work. This 
can be demonstrated through semantically complex 
queries executed over the KG. Indicative such 
queries, expressed in SPARQL are presented below: 

Query 1: Retrieve all researchers that participate in 
activities or have research objectives that deal with 
linguistic analysis. 
SELECT DISTINCT ?p_label  
WHERE { 
 ?p rdfs:label ?p_label 
 ?p so:hasGoal / rdfs:label ?g_label 
 ?p so:participatesIn / rdfs:label ?a_label 
 filter contains(lcase(?g_label,?a_label), 
 "linguistic analysis").} 
 
Here, through the use of property chains in SPARQL 
and the filter contains SPARQL expression, all the 
methods employed in activities that have objectives 
with labels (i.e. textual spans) that contain the words 
“linguistic analysis” can be retrieved.  

Query 2: For a specific paper (e.g. “Paper1”) retrieve 
all the research activities, conducted by the authors, 
along with their objectives and the methods they 
employed. 

SELECT ?m_label ?a_label ?g_label 
WHERE { 
 ?a so:isDocumentedIn so:Paper1. 
 ?a rdfs:label ?a_label. 
 ?g so:isDocumentedIn so:Paper1. 
 ?g rdfs:label ?g_label. 

 ?m so:isDocumentedIn so:Paper1. 
 ?m rdfs:label ?m_label. } 
 
Here, the overall activity reported in a paper is 
decomposed into a series of activities denoting “what” 
the authors have done, associated with the methods 
they employed, and the goals they were trying to 
accomplish. Through this way, basic questions of 
“what”, “how” and “why” regarding information 
described in a research publication can be answered. 
Using such queries, the reader has access to an 
enhanced “bird’s-eye” view of what is described in a 
paper before actually reading it. Additional 
information regarding the authors, their research 
interests or the abstract can also be retrieved using 
the appropriate SO classes and relations. 

6. Conclusion 
In this paper we presented a manually curated 
dataset of 15,262 sentences in English, derived from 
3,500 research articles (abstract and main text) and 
172 different disciplines and subfields. The dataset 
contains in total 23,562 labels for three types of 
entities: 1) research methods, named entities of 
variable length, 2) research goals, entities that appear 
in text as textual spans of variable length with mostly 
fixed lexico-syntactic-structure, and 3) research 
activities, entities that appear as textual spans of 
variable length with complex lexico-syntactic 
structure.  

We explored the capabilities of our datasets along 
four dimensions: 1) Classification Method: we 
experimented with training/fine-tuning various ML and 
DL models as well as LLMs (chat-GPT 3.5) through 
prompting; 2) Linguistic Characteristics: we explored 
the performance of our methods across 
interdisciplinary and discipline-specific subsets in 
order to capture any possible differences in discipline-
oriented writing styles; 3) Processing Granularity: we 
tested the effectiveness of classification at three 
levels of granularity: token-based, entity-based strict 
and entity-based partial. In addition, the included 
entities represent three levels of lexico-syntactic 
complexity: named entities of variable length, “non-
named” entities of variable length with mostly fixed 
lexico-syntactic-structure and variable length with 
complex lexico-syntactic structure; 4) Linguistic 
Linked Data Generation: we explored the capabilities 
of our dataset as a potential source for linguistic linked 
data through the use of SPARQL queries that can be 
executed over an RDF KG that can be created from 
it.  

Evaluation scores showed high performance in all the 
experiments, especially with transformer-based 
models, showcasing the capabilities of our dataset in 
fine-tuning / training transformer models that can 
achieve very high results in entity extraction reaching 
up to F1=89.26 in “lenient” token-based evaluation 
and up to F1=81.06 in strict entity-based evaluation, 
even for entities of complex lexico-syntactic structure 
and variable length like the ones of research activities.   
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Future work includes expansion of our dataset with 
annotation of other types of entities and relations of 
the Scholarly Ontology concerning research 
publications. Specifically, we intend to provide 
annotations as well as trained DL models for the 
relations among SO entities, such as 
employs(Activity,Method),hasObjective(Activity,Goal) 
for interrelating the extracted activities with their 
corresponding methods and goals respectively, thus 
enhancing the produced linguistic linked data. 

In addition, we intend to produce annotations for the 
research findings, arguments that describe various 
experiment results and interrelate them with their 
associated research activities that provide the 
supporting evidence or premise for those findings.  
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Abstract
Interoperability is frequently cited as one important rationale underlying the use of LLOD representations and is
generally regarded as highly desirable. However, the concept is generally taken for granted, and rarely analysed or
exemplified. In this paper we attempt to remedy these shortcomings by concentrating on morphology, distinguishing
three different kinds of interoperability which are relevant to that field. We providing practical implementations making
extensive use of the vocabulary offered by Ontololex Morph.
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1. Introduction
In general, interoperability is a characteristic of a
product or system that seamlessly works with an-
other product or system. For example, when you
plug in your toaster to a wall socket, the two sys-
tems are (i) the toaster plug, and (ii) the power
network that provides the toaster with electricity.
The plug is interoperable in the sense that it works
with any compatible socket. The advantage of this
interoperability is that you can use the toaster any-
where. Conversely, we experience the problem of
non-interoperable plugs when we go abroad. Typi-
cally, the solution is to use an appropriate adaptor,
but for the well-travelled this means the additional
burden of carrying an array of adaptors in order to
guarantee world-wide functionality of your device.
The moral here is clear: interoperability of the de-
vice implies a maximum degree of independence
from the context of use.
Turning to the use of Linked (Open) Data represen-
tations, interoperability is frequently cited as the
main underlying rationale. It is claimed that due to
the use of open standards, such representations fa-
cilitate the use of resources in a variety of different
contexts with zero or minimal adaptation, either in
the resource itself or in the context that uses it. This
is in contrast to hand-crafted representations which
may require arbitrary adaptation to the resource to
be used successfully.
Although these general considerations apply widely
and are often mentioned, they are rarely analysed,
exemplified, or specifically applied to the narrower
scope of Linguistic LOD (LLOD). In this paper we
propose to remedy this lacuna.
Some preliminary considerations reveal that when
it comes to LRs, there exist other kinds of interop-
erability. Below we consider three ways of dividing
up the landscape: task interoperability, language
interoperability, and domain interoperability. In the
following sections we take a closer look at each
of these types, assess how well they can be ad-

dressed using LLOD and where it falls short.

1.1. Task Interoperability
The basic idea underlying task interoperability is
that the same machinery is applied without modifi-
cation to different tasks. There are essentially two
kinds of LRs: data-oriented and process-oriented.
Data-oriented resources express static facts e.g.
an annotated text corpus, or a lexicon containing
facts about the words of a language, whilst process-
oriented ones (often referred to as tools), such as
parsers, translators and chatbots, the focus is on
the achievement of tasks or on explicit behaviours
which are of interest to us. Importantly, the two are
connected: process-oriented resources make use
of data-oriented ones. Thus, a chatbot might make
use of a lexicon to identify the current topic and
determine its important characteristics.
In this paper we focus on the interoperability of data-
oriented LRs. As our working example, we choose
the lexicon because a lexicon is not only a clear
example of a data resource but also one which is
crucial for practically every NLP task. Examples are
parsing; sentiment analysis; translation. Each of
these tasks use a lexicon to associate information
with words - but for each task the information is dif-
ferent. Thus for parsing, it concerns part-of-speech
information; for sentiment analysis, sentiment val-
ues; and for translation, a translational equivalent
in another language.
Given this diversity of information types associ-
ated with words, there is a tendency to create
diverse representations, that for the sake of effi-
ciency, require specialised access and processing
procedures. This is a perfect scenario for develop-
ing a series of specialised lexicons, one for each
task. SentiWordnet (Baccianella et al., 2010) for
example, contains opinion information on terms
extracted from WordNet, providing a database of
term/sentiment information for English. Bilingual
lexicons are crucial to the operation of translation
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systems such as Apertium (Forcada et al., 2011),
and DBnary (Sérasset, 2015), a multilingual lexicon
based on Wiktionary. The variety of formalisms to
represent such data can lead to a lack of compat-
ibility. We explore ways to address this problem
using LLOD.

1.2. Linguistic Interoperability
Linguistic interoperability refers to a language pro-
cessing system that is language agnostic in the
sense that it operates correctly with any natural
language.
A clear example is the Unicode1 text encoding
standard designed to support the representation
of text written in all of the world’s major writing
systems. Prior to its introduction, different, some-
times proprietary encodings for individual language
and language groups were used. This kind of non-
interoperability yields, for example, text documents
in language L1 which work fine on text process-
ing systems W1 and W2, whilst for language L2
they only work for W2. In contrast, any system that
is Unicode compliant can operate with text in any
language.
Another example is furnished by Universal De-
pendencies (Nivre et al., 2017) (UD), a frame-
work for consistent annotation of grammar (parts
of speech, morphological features, and syntactic
dependencies) across different human languages.
UD trees are an interoperable representation for
which language-independent tools can be devel-
oped that operate on the syntactic structures of
different languages.

1.3. Domain Interoperability
By extension to linguistic interoperability, domain
interoperability means that a system or platform is
“domain agnostic”: it operates correctly and with-
out adaptation in different domains. For this to
be possible, the system must have some advance
knowledge of the abstract structure of the domain,
so that it can unpick the parts that need to be pro-
cessed. The notion of domain is extremely gen-
eral, but within language processing communities
it refers to a subject area, theme or topic, typi-
cally associated with a characteristic vocabulary
of words. Examples of such domains are finance,
biomedicine, justice. More formally, we can regard
this as something close to an ontology, i.e. a set
of related concepts together with an associated set
of terms that are used for naming them. Indeed,
for all the above examples, and many others, we
find such ontologies: e.g. FIBO (Bennett, 2013)
(finance); Hu (2006) (biomedicine); Engers et al.
(2008) (justice).

1https://home.unicode.org/

1.4. Related Work
There are many approaches and initiatives that aim
to increase the interoperability of LRs. Probably
one of the most famous ones is Universal Depen-
dencies, already mentioned in Section 1.2. Its suc-
cess led to many other related projects. One of
them is Unimorph (Batsuren et al., 2022), an ini-
tiative aimed at creating a unified framework for
morphological data across languages. It seeks to
provide a standardised format for encoding morpho-
logical information, such as inflections, derivations,
and other morphological processes, across differ-
ent languages. Unlike LLOD, the project relies on
lists of wordforms combined with the list of gram-
matical categories2. Such a simple representation
is very appealing and, at first sight, provides inter-
operability, since the format is very easy to read
and write. On the other hand, any operation re-
quires the creation of a custom solution, or the use
of ad-hoc tools created specifically for this. At the
same time, simplifying the annotation standard to
a flat list does not work for all languages, which is
evident from the fact that the format becomes more
complex over time when inconsistencies arise. And
the more complex the format becomes in order to
increase language interoperability, the less straight-
forward it becomes to parse the dumps, and the
lower is the overall interoperability.
On the other spectrum of interoperability and
human readability there is another related tech-
nology: xfst (Beesley and Karttunen, 2003),
foma (Hulden, 2009) and other Finite-State Trans-
ducer (FST) frameworks, powerful computational
tools used for modelling and analysing natural lan-
guage phenomena. These frameworks provide
scripting languages that allow users to create trans-
ducers that can encode a wide range of linguis-
tic phenomena, including morphological analysis,
phonological rules, and syntax. FSTs provide func-
tionalities for composing, intersecting and manipu-
lating these transducers, allowing researchers to
model complex linguistic processes in a formal and
computationally tractable manner.
Transducers provide task interoperability (they are
bidirectional) and, given that there are rules for all
the languages of interest, language interoperability.
They can generally can be adapted to any domain.
However, they operate on strings, so there is al-
most no way to enrich the dataset with additional
information while staying within the formalism. For
example, when dealing with homonyms of the same
syntactic category (e.g. bank), there are is no prin-
cipled way to encode the particular sense of the
word as would be the case when using LLOD or
other semantic representations.

2The latest version uses a more complex format than
a flat list in order to be able to deal with complex cases
where a flat list leads to ambiguous parses.
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In addition, different FST frameworks have slightly
different formats and languages, which makes them
non-interoperable with each other. To combat this,
Chiarcos et al. (2022) shows that OntoLex-Morph
can be used to encode FSTs and that it can function
as an interchange format to convert between them.

1.5. Structure of the paper
We have introduced and described three kinds of
interoperability. The remaining sections illustrate
how all three can be achieved for LRs using an
approach based on LLOD. Our examples centre
around morphology resources and associated tools
for morphological processing and for this reason we
rely heavily on the extension of the OntoLex vocab-
ulary for representations of morphology, OntoLex-
Morph. Section 2 provides some background on
morphology. Section 3 gives an overview of the
OntoLex vocabulary and its extension for morpho-
logical descriptions. Sections 4–7 explore types
of interoperability created by this vocabulary us-
ing two examples, and the final sections give an
overview of related work and some conclusions.

2. Morphology: facts versus
processes

Morphology is the study of forms. Within linguistics,
it denotes the study of linguistic forms, i.e. words,
word parts, and their relationship to other words. A
morphological description of a particular language
assigns a structure to all the valid words and pro-
vides the rationale for grouping words e.g. into
paradigms like verb conjugations or lexical entries
that share the same sense. Alongside this purely
structural information is the association of word
forms with grammatically relevant information con-
cerning e.g. part-of-speech or agreement features
like number, gender and person.
From the perspective of NLP (in contrast to that of
theoretical linguistics), the morphological descrip-
tion of a language is a data-oriented resource, as
identified above. We should be careful to notice
that although such a description assigns a morpho-
logical structure to a valid wordform, it does not
tell us how to actually discover that structure. The
same principle holds in the reverse direction (i.e.
for generation of wordforms) which is to say that
the morphological description contains enough in-
formation to assign one or more wordforms to a
valid (but possibly underspecified) morphological
structure, but it does not tell you how to go about
computing it.
Here then, are two concrete examples of task inter-
operability: the language description is the static,
data-oriented resource, whilst morphological analy-
sis and generation are each oriented toward distinct
processes. The basic idea is that the morphological

knowledge should be able to interoperate between
the two computational tasks, i.e.

Generation
↑

Morph Knowledge
↓

Analysis

Here the up and down arrows denote distinct com-
putational processes that respectively produce (i)
a morphological generator and (ii) a morphological
analyser for a given language. These are specified
by two programs (one for analysis; another for gen-
eration) that each need to make certain assump-
tions about the format of the underlying morpholog-
ical knowledge. Our claim is that OntoLex-Morph,
a vocabulary designed for representing morpho-
logical information as LLOD, is a good choice of
representation because we can specify both pro-
cesses using an appropriately configured SPARQL
query that embodies the structural assumptions
that are made explicit in OntoLex-Morph.

3. OntoLex-Morph
OntoLex-lemon (McCrae et al., 2017) is the de facto
standard for publishing lexical resources in RDF,
compliant with established web standards. The
model revolves around the concept of a Lexica-
lEntry — a lexeme or a dictionary entry. It must
have at least one (word)form (canonicalForm)
and can have a number of other forms, as well as
lexical senses, which can be linked to either lexical
concepts or entities in an ontology (Fig. 1). Basic
morphological information such as part of speech
and grammatical categories can be provided for
lexical entries and forms using elements of any
suitable vocabulary, such as LexInfo.3

Figure 1: OntoLex-Lemon core model

Although there is a place for including basic morpho-
logical information in the core model, the standard
does not give a clear way to represent paradigmatic
relationships between lexical entries and forms (in-
flectional morphology) or derivational relationships

3https://lexinfo.net/.
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between lexical entries. To close this gap and es-
tablish a standard way to represent this, an exten-
sion to the core module, OntoLex-Morph, is being
developed.4
The model (Fig. 2) consists of three parts: deriva-
tion (left), inflection (right), and information on how
to generate new forms, both for inflection and
derivation (top). The central part of the module
is the class Morph, which corresponds to a spe-
cific realisation of a morpheme. It is a subclass of
LexicalEntry, which might be a bit counterintu-
itive at first, but this allows for modelling resources
which have morphs as entries of their own.
The representation of rules for generating new
forms (inflection) in the model works as follows:
(i) A lexical entry can be a part of an inflectional
paradigm. (ii) For each paradigm, there can be a
number of rules, each of them having information
on how to produce a form and grammatical mean-
ing that should be assigned to this form; (iii) The
formalism to encode a rule is not strictly set, but
the one described in the guidelines is a (POSIX-
compatible) regular expression.
For generating new lexical entries (derivation), we
need to specify (i) word formation relations spec-
ifying what pairs of lexical entries should form a
particular relation and potentially having additional
information related to it, and (ii) derivation rules
that specify how the parts of the words should be
attached to each other.

4. Morphological Knowledge: An
Illustrative Example

To illustrate how OntoLex-Morph facilitates different
types of interoperability, we will use a toy dataset5
that models a part of a regular verb paradigm of an
Italian verb parlare. The morphological knowledge
we need to represent is summarised in the table
below:

person/number present
1SG parlo
2SG parli
3SG parla
1PL parliamo
2PL parlate
3PL parlono

Table 1: A fragment of conjugation of parlare

We model the lexical entry and its canonical form
in the following way:
:parlare a ontolex:LexicalEntry ;

lexinfo:partOfSpeech :lexinfo:verb ;

4https://www.w3.org/community/ontolex/
wiki/Morphology.

5Throughout the paper we have, for the sake of clarity
and brevity, adopted the simplest possible examples.

morph:morphologicalPattern :v-are_paradigm;
ontolex:canonicalForm :parlare_form ;
morph:baseForm :parlare_form .

:parlare_form a ontolex:Form ;
ontolex:writtenRep "parlare"@ita .

Properties baseForm and morphologicalPat-
tern specify a base form that is used to create
inflected forms and the type of conjugation (i.e. a
set of rules that can be applied to the form), respec-
tively.
For each cell in the paradigm, we need to provide
an affix and a rule that describes how to create a
corresponding form:

:suff_o_1sg a ontolex:Affix ;
rdfs:label "-o"@ita ;
morph:grammaticalMeaning [

lexinfo:number lexinfo:singular ;
lexinfo:person lexinfo:firstPerson ;

] .

:v-are_ind_1sg a morph:InflectionRule ;
morph:paradigm :v-are_paradigm ;
morph:involves :suff_o_1sg ;
morph:replacement [

a morph:Replacement ;
morph:source "are$" ;
morph:target "o" ;

] .

5. Task Interoperability
Using the example described above,6 we can now
examine the state of task interoperability in the
OntoLex-Morph vocabulary.

5.1. Generation
As described in Section 3, part of OntoLex-Morph
was designed to allow the representation of gener-
ation rules for both inflection and derivation. In this
way, it is possible to store lexical entries with their
dictionary forms in the dataset, along with instruc-
tions on how to generate the rest rather than having
a complete set of pre-generated forms. The exam-
ple above provides the data necessary to generate
the forms for the case of inflection.
The generation process can be built on top of native
RDF technologies (i.e. SPARQL). This provides a
general level of interoperability, as these technolo-
gies follow open standards, so the implementation
does not depend on proprietary tools or particular
products that might be discontinued in the future.
In real-life applications, of course, the implementa-
tion should contain at least a wrapper around RDF
technologies, but for the purposes of this paper, the
raw output of SPARQL queries is enough.
To show the generation capabilities, we created
a SPARQL SELECT query that, when applied to
the data described in the previous section, outputs

6The data is available at
https://github.com/max-ionov/
ldl-2024-morph-interoperability/blob/
main/italian.ttl.
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Figure 2: OntoLex-Morph draft model

generated inflected forms with their assigned gram-
matical categories (see Table 2).7

entry form gram. cat. value

parlare parlo person
number

firstPerson
singular

parlare parli person
number

secondPerson
singular

parlare parla person
number

thirdPerson
singular

... ... ... ...

Table 2: Generation of inflected forms of parlare

Alternatively, it is possible to modify it to a SPARQL
CONSTRUCT query which outputs RDF with the
generated forms that can be used saved in a local
graph and used in subsequent queries.

5.2. Analysis
An additional level of interoperability, task interop-
erability, is provided both by the way the Morph
module was designed and the nature of RDF tech-
nologies: with a slight modification of the SPARQL
query used for generation, we can revert the pro-

7All queries and the full version of the outputs are
available at https://github.com/max-ionov/
ldl-2024-morph-interoperability/blob/
main/sparql/.

cess and get possible morphological analyses for
a word, without having these forms pre-generated
in advance:

entry form gram. cat. value

parlare parlo person
number

firstPerson
singular

Table 3: Analyses for a wordform parlo

Note that this procedure differs from a simple table
lookup: the final list of forms is never created, but
each is dynamically computed and tested against
search criteria. In most cases, it might be impracti-
cal (especially since SPARQL endpoints are gener-
ally slow and unreliable), but this might be useful,
for example, when the rules are not stable or come
from multiple external sources.
This also differs from generational approaches,
whether statistical or rule-based (e.g., finite-state
transducers). While most generational approaches
operate with strings, this procedure finds URIs of
lexical entries,8 which, in turn, may contain more
information, both paradigmatic and syntagmatic.

8URIs are omitted in the tables above for formatting
reasons.
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6. Linguistic Interoperability
Having established task interoperability, we turn to
argue similarly for linguistic interoperability. In our
previous research, we have shown that OntoLex-
Morph can encode inflectional rules for languages
with different types of word formation, i.e., non-
concatenative morphology of the Maltese lan-
guage (Ionov and Rosner, 2023). Further examples
exist showing the applicability of the model to ag-
glutinative and polysynthetic languages.9
This alone is an example of linguistic interoperability.
Furthermore, we can apply the queries that we
applied to the Italian dataset in the previous section
to the aforementioned Maltese dataset10 almost
without any adaptation:

entry form gram. cat. value

kiteb ktibt
person
number
aspect

firstPerson
singular
perfective

kiteb ktibt
person
number
aspect

secondPerson
singular
perfective

Table 4: Analyses of a Maltese wordform ktibt

In this way, we can use the same machinery for
both generation and analysis for both languages,
and generally this should be extensible for any other
language.
However, there are some caveats. Most impor-
tantly, the queries we present only account for
cases where a form is created by adding only one af-
fix: we do not account for agglutination, where mul-
tiple rules can be applied to a single entry to create
a wordform (cf. Finnish noun inflection, with sepa-
rate suffixes for number and grammatical case).
Another problem with the queries we used with re-
gard to linguistic interoperabilty is that there are
character classes for vowels and consonants hard-
coded into them, and they only account for the
Maltese alphabets since the classes are used only
in the Maltese set of rules.
Finally, there are some minor inconsistencies in
the way different SPARQL engines implement the
standards, which leads to slightly different outputs.
But all these are limitations of the specific (quite
rudimentary) implementation and can be solved by
a more complex way of applying the rules, with pre-
and post-processing.

7. Domain Interoperability
To show an example of domain interoperability, we
need another example. We will focus on chemi-

9https://github.com/ontolex/morph/
tree/master/data.

10https://raw.githubusercontent.
com/max-ionov/maltese-morph/main/
lexical-entries-small.ttl.

cal nomenclature, developed to facilitate commu-
nication by providing a methodology for assigning
descriptors to chemical substances so that they
can be identified without ambiguity. This domain
exhibits a three-level structure: (i) actual chem-
ical compounds with a definite molecular struc-
ture which is the underlying semantic interpretation,
(ii) a formula which notates that structure and (iii)
terms which are composite strings with their own
systematic morphological structure. A few simple
examples from Nomenclature of Inorganic Chem-
istry (Connelly et al., 2005), the so-called “Red
Book” illustrate this.

Chemical Term Formula
trioxygen O3

sodium chloride NaCl
iron dichloride FeCL2

trisodium pentabismuthide Na3Bi5
magnesium chloride hydroxide MgCl(OH)

The wording describing the principles of nomencla-
ture is highly reminiscent of that used in linguistic
morphology:

Generally, nomenclature systems re-
quire a root [...] Names are constructed
by joining other units to these roots.
Among the most important units are af-
fixes. These are syllables added to words
or roots and can be suffixes, prefixes or in-
fixes according to whether they are placed
after, before or within a word or root.
(Connelly et al., 2005, p. 5)

For example, the name iron dichloride for the sub-
stance FeCl2 involves the juxtaposition of element
names (iron, chlorine), their ordering in a specific
way (electropositive before electronegative), the
modification of an element name to indicate charge
(the ‘ide’ ending designates an elementary anion
and, more generally, an element being treated for-
mally as an anion), and the use of the multiplicative
prefix ‘di’.
In practice, we might utilise this knowledge in one
of the two (non-exclusive) ways: we might extend a
general-purpose lexicon that does not have some of
these terms, or we can add information about word
relations between the terms. In both cases, it is pos-
sible to utilise OntoLex-Morph. As an example, we
are going to look at derivates of the word chlorine:
chloride and dichloride and multiword expressions
(MWE) that contain them: sodium chloride and iron
dichloride.
We start with definitions of the lexical entry chlorine
and its canonical form:
:chlorine a ontolex:LexicalEntry ;

ontolex:canonicalForm :chlorine_form .

:chlorine_form a ontolex:Form ;
ontolex:writtenRep "chlorine"@en-GB .
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To add information on how to generate new derivate
entries, we add the following instances of Word-
FormationRelation and DerivationRule:
:rel_chlorine_ide a morph:WordFormationRelation ;

vartrans:source :chlorine ;
vartrans:target :chloride ;
morph:WordFormationRule :ine_ide_rule .

:ine_ide_rule a morph:DerivationRule ;
morph:replacement [

morph:source "ine$" ;
morph:target "ide"

] .

:di_rule a morph:DerivationRule ;
morph:replacement [

morph:source "^" ;
morph:target "di"

] .

:rel_di_chloride a morph:WordFormationRelation ;
vartrans:source :chloride ;
vartrans:target :dichloride ;
morph:WordFormationRule :di_rule .

This additional information can be created and
stored independently from the main lexicon and
can be used to extend the original data with the
new domain-specific words and constructions. Us-
ing SPARQL federated queries, it can be queried
together with the main lexicon, providing the de-
sired results without changing the original dataset.
The data can be further expanded by adding string
representations in chemical notation:

:chlorine_form a ontolex:Form ;
ontolex:writtenRep "chlorine"@en-GB,

"Cl"@en-x-chem .

:di_form a ontolex:Form ;
ontolex:writtenRep "di-"@en-GB,

"_2"@en-x-chem .

With this modelling, it is possible to use SPARQL
to generate (a small subset of) chemical formulas
from its components, as long as we use written rep-
resentations with the corresponding language tag.
In addition, it is also possible to translate chemical
formulas from their notation to natural language
and back, regardless of the natural language in
question, which is a combination of all types of in-
teroperability discussed in this and the previous
sections.

8. Discussion and future work
8.1. Discussion
A key issue is the practical feasibility of using
OntoLex-Morph in the way presented in this pa-
per. The performance of SPARQL and the relatively
low adoption of LLOD technologies make it a bad
contender for an interchange format used on the
level of UD or UniMorph. On the other hand, more
and more people are becoming familiar with the
field, and small and medium-sized datasets work
relatively well, even under pressure.
For large datasets, or for services where availability
is paramount, pre-generated tables are potentially

a better alternative. There are also hybrid solutions
such as aggressive caching.
Another problem that we have not touched on in
this paper is the heterogeneity of OntoLex datasets.
According to Bosque-Gil et al. (2018), this can be
because “authors have developed their own ad-
hoc extensions due to the actual lack of existing
models that account for the specific features of the
resource they aim to convert, due to the lack of
awareness of a partially similar resource, or even
due to the difficulty of finding the appropriate docu-
mentation”. Inconsistencies between the datasets
require querying the datasets separately, creating
more complex queries that account for all the pos-
sible configurations, or inserting additional unifying
statements into the datasets.
Of course, sometimes this might be due to under-
specification by design. One example is represen-
tation of grammatical categories in OntoLex: Al-
though the LexInfo vocabulary is recommended,
it is not required to use it, since there might be
categories that are not represented there.

8.2. Future work
At the outset of this paper we suggested that in-
teroperability is widely cited but rarely exemplified
quality of LOD. In the preceding sections we have
tried to demonstrate that the three types of interop-
erability described actually make sense and can
be illustrated concretely at least for LLOD in the
domain of morphology. The main lesson is that it is
difficult to demonstrate interoperability without nar-
rowing the focus of application precisely because
the inherent chacteristics of LOD – linkedness and
openness – are very general, giving rise to a very
general and therefore weak notion of interoperabil-
ity. We feel that we have progressed by narrowing
the application to linked language data in the par-
ticular area of description systems for the morpho-
logical structure of terms.
We foresee two main directions of interest for fu-
ture research. The first is to deepen the cover-
age by advancing from a few choice examples to
a deeper and wider coverage of tasks, languages
and domains. This would bring some much needed
detail concerning the adequacy of the underlying
descriptive framework. There is clearly a lot of work
involved in any of these.
The second direction concerns the inherently use-
ful idea of measuring the degree of interoperability
displayed by a given set of resources and associ-
ated tools. Such measurement would enable us
to investigate whether one system of description is
more interoperable than another or whether there
is a measureable tradeoff between interoperability
and efficiency. At present, these questions are too
complex to answer in any exact sense.
One possible direction would be to look at the

100



amount or the complexity of queries required to
extract all the relevant concepts from two or more
datasets (e.g. lexical entries, forms, written repre-
sentations, etc.), or the intersection between these
queries for each: the more there is in common, the
more interoperability there is.
However, we need to be careful to distinguish be-
tween interoperability and lack of flexibility. Having
different datasets fully interoperable is not very use-
ful if this comes at a cost of them not representing
the data properly.
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Abstract
This paper illustrates the first steps in the creation of a computational terminology for the Babylonian Talmud. After
introducing the motivation for this work and the state of the art, the paper exposes the choice of using OntoLex-Lemon
and the new FrAC module for encoding the attestations and quantitative data of the terminology extraction. The
Talmudic terminological base is introduced, with an example of an entry populated with the above-mentioned data.
The choices for modeling are motivated by the rich representation the model allows and also for future needs for the
management of the link between text and lexical entries.

Keywords: Computational Terminology, Linked Open Data, Talmud, OntoLex-Lemon, FrAC

1. Introduction

Over time, the gap between lexicographic and
terminological practices has narrowed (Salgado
et al., 2022) in terms of models and methodolo-
gies, thanks to the ’linguistic turn’ of the 2000s (Bel-
landi et al., 2020), which is now well established
in several studies. A term is the linguistic realisa-
tion of a domain concept (Buitelaar et al., 2005); in
many contexts, however, the exact correspondence
between term and concept - between actual use
and norm - is not taken for granted (Soffritti, 2010).
Therefore, for many resources, the text becomes
a necessary starting point for the observation of
the term, a manifestation of the word (Chiocchetti
and Ralli, 2022), and consequently a basis for its
extraction, in order also to subsequently build a
knowledge base (Buitelaar et al., 2005). Although
the debate on the creation of these resources is
also inevitably experiencing the influence of Large
Language Models (LLM)1, we point out that the link
between the text as source and term analysis is still
fundamental when dealing with historical or highly
specialised languages, less rich in resources suit-
able for training specific models. The preservation
of this link allows to represent useful information,
all the more so when considering quotations from
corpora as examples of authentic linguistic usages
(Klosa, 2015), which can convey many linguistic,

1For considerations on ontologies and ontology learn-
ing, see (Neuhaus, 2023) and (Babaei Giglou et al.,
2023). For experiments on term and entity extraction, see
(Meoni et al., 2023), (Liu et al., 2023), with general con-
siderations on the use of these models in low-resourced
contexts. For translation, similarly see (Robinson et al.,
2023).

historical, and cultural information.

1.1. Motivation
We choose to present the case study offered by the
Babylonian Talmud - a fundamental text for Jewish
religion and culture - and the creation of a termi-
nological resource, currently under development,
for the project of Italian translation for this text. A
complex task like translation allows for an in-depth
discussion on the need for resources based on
state-of-the-art models and formats, as well as on
shared standards that guarantee broad use and in-
teroperability of data. The resource is indeed built
according to the Linked Open Data (LOD) princi-
ples (Bizer et al., 2023) and recent good practices
for modeling quotations and attestations. In the
following sections, we consider the related work
about the chosen case study, and consequently,
a section is dedicated to the choice of adopting
the OntoLex-Lemon model and the recent FrAC
module for modeling attestations and frequency
values; an example of an entry is provided, linked
to contexts extracted from the treatises of which the
Talmud is composed; finally, future developments
are outlined in the conclusions. The resulting ter-
minological resource is intended to be a useful tool
to deepen the study of the languages used in the
Talmud and to help translators in their choices.

2. Related Work

The Talmud represents a fundamental text for Ju-
daism and constitutes a veritable mine of histori-
cal, cultural, social, legal, and scientific information.
Among religious texts, it appears to be one of the
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richest for cultural and linguistic information, as well
as one of the most complex, considering also that
it is multilingual, with a formulaic structure, and
it is further enriched with several commentaries.
Before the Italian translation project, there were
no specific resources available for the Talmud in
Italian, neither printed nor digital. About the latter
in other languages, for an overview, see (Giovan-
netti et al., 2020) and (Saponaro et al., 2022), in
particular for resources available as LOD. For the
Italian language, the terminological extraction con-
ducted on the translated treatises of the Talmud is
also described in (Giovannetti et al., 2020). This
extraction was also used in a terminology graph vi-
sualisation application (Marchi et al., 2022). Other
experiments on the extraction of named terms and
entities were mainly concerned with the creation
of an ontology on master rabbis (Giovannetti et al.,
2021). Also noteworthy is the study of the networks
of relationships between master rabbis by (Satlow
and Sperling, 2022).

3. Ontolex-Lemon

Linguistic Linked Open Data (LLOD) (Cimiano et al.,
2020) constitute a subset of LODs and represent a
set of best practices that facilitate the sharing and
reuse of linguistic data in various applications and
research domains, according to FAIR principles
(Wilkinson et al., 2016). OntoLex-Lemon (McCrae
et al., 2017) is the most well-known and widely used
vocabulary for the creation, publication, and shar-
ing of lexical and terminological resources such
as LLOD. The model includes several extensions
that have already been published or are currently
under development; these include the module for
representing frequency, attestation, and corpus in-
formation (FrAC).

Figure 1: Module Core of OntoLex-Lemon.

3.1. FrAC
FrAC is currently at an advanced phase (Chiarcos
et al., 2022)and undergoing final revision2. Here
we mention only the part of module used for the
examples in this paper: the class Attestation,
which constitutes "a special form of citation that pro-
vides evidence for the existence of a certain lexical
phenomenon"; the property attestation, which
associates Attestationwith an Observable of
FrAC. To this is added the relation quotation, to
insert the text of the quotation in natural language;
the Frequency for the absolute number of times
the term appears in an attestation; the property
measure to indicate the term frequency-inverse
document frequency (tf-idf3).

Figure 2: Diagram of FrAC.

4. Talmudic Terms

4.1. First steps of the terminological
base

The starting point was the extraction of terms from
the translated treatises of the Talmud. In this con-
text, the considered definition was "a (candidate)
term was defined as a simple (single-word) or com-
plex (multi-words) nominal structure with modifiers"
(Giovannetti et al., 2020). It is therefore a ’procedu-
ral’ definition, functional for querying the text using
regular expressions. The extraction was conducted
with the Term To Knowledge tool (T2K) (Dell’Orletta
et al., 2014), on the Italian translation4. For each

2https://github.com/ontolex/frequency-attestation-
corpus-information/blob/master/index.md

3https://it.wikipedia.org/wiki/Tf-idf
4There are no tools for the automatic analysis of Bibli-

cal and Mishnaic Hebrew. For the use of tools for Modern
Hebrew, see (Pecchioli et al., 2018).
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term, the absolute frequency and tf-idf were pro-
vided. A high tf-idf value implies that the term fre-
quently appears in a few documents and is there-
fore specific, whereas a low tf-idf value means that
the term is distributed in many different documents
(as is the case, for example, with ’rabbi’, which ap-
pears extensively throughout the Talmud treatises).
Consequently, it was decided to model all terms
with high tf-idf values, which were then manually
checked by domain experts (approximately 4000
terms). These data were exported in a .csv format.
From the .csv format, through a specially created
Python script, the data structures for lexical entry
were created, including language, canonical form,
sense, absolute frequency, tf-idf, and the treatise to
which the term belongs. The natural language defi-
nition and example quotation content were entered
manually.

4.2. An example of entry
It follows an example of an entry modeled accord-
ing to the OntoLex-Lemon model for Talmud ter-
minology. The term is the Hebrew ’shemà’ which
indicates one of the obligatory readings to be per-
formed during the day. The main entry is the lex-
ical entry :shema, which is associated with vari-
ous types of morpho-syntactic information (part of
speech, gender, number, etc.).

:shema_entry a ontolex:lexicalEntry;
dct:language <http ://www.lexvo.org/page/

iso639 -3/ita>;

lexinfo:partOfSpeech lexinfo:commonNoun ;
lexinfo:gender lexinfo:masculine ;
lexinfo:number lexinfo:singular.

The lexical entry is associated with the sense, a
canonical form corresponding to the lemma con-
tained in the glossaries in use by the translators
of the Talmud project, and the absolute frequency
value. According to the description of the frequency
class in FrAC, it is possible to associate the value
with both the entry and the form; in this case, it was
chosen to associate the value with the entry and to
specify it further in the description of the individual
forms if necessary.

The observedIn relation clarifies the source of
the data (in this case, the frequency) in the form of
a URI. A second frequency information is modeled
with the frac:measure relation to providing the
value of tf-idf as an rdf:value. Finally, a certain
number of individuals are associated to the entry
with the attestation relation (three examples of
segments are given in the modeled entry). Figure
3 provides a visual representation of the scheme
for the entry.

Figure 3: Encoding of the entry "shemà".

ontolex:sense :shema_sense;
ontolex:canonicalForm :shema_form;
frac:frequency[
a frac:Frequency;
rdf:value "206"^^xsd:int;
frac: observedIn <#traduco_berakhot >

];
frac:frequency[
a frac:Frequency; frac:measure "tf-idf" ;
rdf:value "0.0204743790070761"

].
frac:attestation :Ber_1_1_64_1_3 ,

Ber1_1_61_7_2 , Ber_1_1_76_1_2.

The definition is provided with the relation defined
in SKOS5 to provide a natural language descrip-
tion of sense, taken from the Talmudic glossaries
compiled in the project. In this way, we can pre-
serve the attestations and the definitions written
by domain experts, as in the case of the shemà:
"Three passages from the Pentateuch: ’Hear, O
Israel’ (Deut. 6:4-9), ’And if you will listen’ (Deut.
11:13-21), ’And the Lord spoke to Moses’ (Num.
15:37-41), the reading of which is obligatory twice
a day, in the morning and the evening." The se-
lected example is contained in the first treatise of
the Talmud, Berakhot: "One may stand and recite
the Shemà."

:shema_sense a ontolex:LexicalSense;

skos:definition "Tre␣brani␣del␣Pentateuco
:␣ Ascolta ␣ I s r a e l e ␣(Deut.␣6:4-9)
,␣ E ␣se␣ a s c o l t e r a i ␣(Deut.␣
11:13 -21),␣ E ␣il␣Signore␣disse␣a␣
Moshè ␣(Num.␣15:37 -41),␣la␣cui␣
lettura␣è␣obbligatoria␣due␣volte␣al␣
giorno ,␣alla␣mattina␣e␣alla␣sera."@it
.

:Ber_1_1_64_1_3 frac:Attestation ;
frac:quotation "Si␣può␣stare␣in␣piedi␣e␣

recitare␣lo␣Shemà".@it.

In this way, it is possible to link different sources of

5https://www.w3.org/TR/skos-reference/

105



data, even if not originally LLOD. Individuals can
be described as an attestation; through the quo-
tation, it is possible to provide the content of the
attestation in natural language (a single segment
as an example). The adoption of FrAC thus makes
it possible to enrich the knowledge graph of lexi-
cal entries with quantitative information, potentially
useful for various tasks such as topic modeling. In
this way, other knowledge graphs outside the ter-
minology or text annotations can also be linked to
the entries (see next section).

4.3. Text management and lexical linking
The rich amount of information related to Jewish
culture in the Talmudic text is systematised in the
glossary entries prepared within the project. These
glossaries have been produced in a translation-
oriented manner and are therefore based on the
annotation of the term in both the original text and its
Italian counterpart. Maintaining this link is therefore
fundamental in the elaboration of a terminological
resource; the adoption of FrAC enables the linking
of attestations to elements outside the graph, in-
cluding annotations to the text itself. We call this
task ’lexical linking’, which consists, similarly to en-
tity linking, in linking words in texts with linguistic
entities (lemma, meanings, etc.) encoded in an-
other resource. These annotations may include
terms, but also information of a different nature,
distributed on different annotation layers (e.g. to
encode specific formulae in which terms are in-
serted). Currently, this phase is handled manually
through an editor, named "Maia" prepared for this
purpose, under development6.

5. Conclusion and future works

In this paper, we presented a case study, offered
by the creation of Talmudic terminology, for the en-
coding of dictionary attestations and quantitative
data. The starting point was offered by an extrac-
tion of terminology for the Italian translation of the
Talmud. We, therefore, presented an example of
an entry using the new FrAC module, currently un-
dergoing final revision, to show its productivity, also
with a view to future linking with the annotated text,
thanks also to a specific editor currently being de-
veloped. Future work includes linking terminology
entries and specific senses to an Italian reference
lexicon in LLOD, Compl-It7 currently available on
CLARIN; linking to ontological references of indi-
vidual terms and occurrences of Hebrew terms in
the untranslated text.

6https://github.com/klab-ilc-cnr/Maia
7https://dspace-clarin-it.ilc.cnr.it/repository/xmlui/handle

/20.500.11752/ILC-1007
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Abstract
This paper introduces a novel language resource for retrieving and researching verbal aspectual pairs in BCS
(Bosnian, Croatian, and Serbian) created using Linguistic Linked Open Data (LLOD) principles. As there is no
resource to help learners of Bosnian, Croatian, and Serbian as foreign languages to recognize the aspect of a verb
or its pairs, we have created a new resource that will provide users with information about the aspect, as well as
the link to a verb’s aspectual counterparts. This resource also contains external links to monolingual dictionaries,
Wordnet, and BabelNet. We believe it will be useful for research in the field of aspectology, as well as machine
translation and other NLP tasks. Using this resource as an example, we also propose a sustainable approach to
publishing small to moderate LLOD resources on the Web, both in a user-friendly way and according to the Linked
Data principles.

Keywords: verbal aspect, Linguistic Linked Open Data, BCS

1. Introduction

One of the most difficult properties for the learners
of Slavic languages is the verbal aspect. When
speaking or writing, the L2 learners/speakers of
BCS have to choose whether the appropriate as-
pect in the given context is perfective or imperfec-
tive. After that, they have to recall the form for the
appropriate aspect and then conjugate it accord-
ingly. When reading or listening, the learners have
to recognize the aspect used. The lack of learn-
ing resources makes this task even more difficult.
Therefore, we have decided to create a resource
to help BCS learners learn the verbal aspect.

1.1. Motivation

Generally, there is a lack of language learning re-
sources for Bosnian, Croatian, and Serbian. The
available digital dictionaries do provide information
about a verb’s aspect, however, their aspectual
counterparts are not included in the entry. The
users simply need to know the counterpart. More-
over, if learners encounter a new verb, there are
no ways to distinguish its aspect. Indeed, perfec-
tivization happens mostly by prefixation, but there
can be a secondary imperfectivization in which we
would have a verb with a prefix but with a suffix
added subsequently, which then makes it imper-
fective. Sometimes perfective verbs are longer,
and other times imperfective verbs are longer.
There can be cases where both verbs are of the
same length, e.g. ‘odmarati se’ (to be resting, im-
perfective) and ‘odmoriti se’ (to rest, perfective).

There are also cases where the perfective pair is
formed with the prefix but it is also made reflexive.
There are no ways for learners to know all this, and
this is the reason why the aspect can be one of
the most disliked features of Slavic languages for
learners.

In addition to being a language learning re-
source, our dataset can also be used in research.
For instance, retrieving all the verbs derived with a
certain prefix can be used for much more system-
atic research of the nuanced meanings given by
it.

With the aspectual information provided, our re-
source can also be used to aid in NLP applications,
such as machine translation. Sometimes, the as-
pectual information is not translated well, and it
is not possible to infer additional temporal infor-
mation. Aspect also conveys information about
the duration of an event, completion, or frequency,
and if it is not translated well, much of the meaning
is lost. Therefore, having aspectual information in-
cluded in the translation process could greatly en-
rich it. It would also greatly improve temporal rea-
soning in NLP.

For example, Google Translate gives the follow-
ing translations of the sentences below. In exam-
ple (1) the aspect is perfective and the translation
is correct. However, example (2) is imperfective
and the translation should be ‘Were you reading
the book?’ or ‘Have you been reading the book?’
Although there are indeed contexts in which the
translation in the example (2) would be appropriate.
In example (3), even with the aspectual marker
‘how long’, which makes the aspect imperfective,
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we get a perfective translation.
(1) ‘Jesi li pročitala knjigu?’ – ‘Have you read the

book?’
(2) ‘Jesi li čitala knjigu?’ – ‘Have you read the

book?’
(3) ‘Koliko dugo si čitala knjigu?’– ‘How long did

you read the book?’

1.2. About Aspect

Aspect is a grammatical category that provides in-
formation on whether an action is completed, re-
peated, or in progress. Slavic languages can have
perfective and imperfective verbal aspects. To
simplify, the perfective aspect is used for single,
completed actions, while the imperfective aspect
is used to express actions that are ongoing, habit-
ual or repeated. Perfective verbs are formed from
their imperfective counterparts mostly by adding a
prefix. Imperfective verbs are formed from perfec-
tive ones mainly by adding suffixes. There are also
biaspectual verbs that can be used as both perfec-
tive and imperfective.

Generally, when prefixes are added, the mean-
ing of the root is changed. Semantic changes
caused by prefixes can be neutral, sublexical, and
genuine lexical modification (Sussex and Cubber-
ley, 2006). Richardson (2007) calls them purely
perfectivizing, superlexical, and lexical prefixes, re-
spectively. Most verbs usually have only one neu-
tral prefix (Sussex and Cubberley, 2006). For ex-
ample, in the case of ‘pisati’ (write, imperfective)
prefix ‘na-’ would be the neutral prefix which pro-
duces ‘napisati’ (to complete writing, perfective). If
we add the prefix ‘pre-’ - we would get ‘prepisati’
(to copy by writing, perfective) which changes the
meaning of the verb slightly and that would be a
sublexical change.

For our resource, we decided to collect only
the perfectives formed by purely perfectivizing and
sublexical prefixes. Since this resource is made
for learners of these languages, we decided not to
match the verbs that have undergone a consider-
able semantic modification. For example, we de-
cided not to match ‘ispraviti’ (to correct, to align,
perfective) with ‘praviti’ (to make, imperfective). In
cases like this, we decided that there is no sense
match. These decisions were made using native
speaker intuition with a subsequent check for ar-
chaic verbs.

2. Related Work and Resources

A similar resource has been created for the Rus-
sian — Database of Russian Verbal Aspect (Borik
and Janssen, 2012). It is a part of the Open
Source Lexical Information Network (OSLIN) for

Russian (Janssen, 2005).1 Verbs with the same
derivational base are linked to each other and clas-
sified as perfective, imperfective or biaspectual.
However, there are no definitions of the verbs and
no links to other resources. The database, how-
ever, provides clusters of verbs, that is, a list of
all verbs that are morphologically or aspectually re-
lated to a base verb.

Samardžić and Miličević-Petrović (2013) have
proposed a learner-friendly dictionary of verbal as-
pects in Serbian, but so far the resource has not
been created. In later work, Samardžić and Mil-
ičević (2016) have also proposed a framework for
the automatic classification of verbal aspect. A
dataset of 2000 verbs based on this framework
has been created for testing automatic classifica-
tion. We are planning on using this resource in the
future for our database, as it progresses.

3. Data Modelling with
OntoLex-Morph

Since we originally decided to produce and pub-
lish our dataset as LLOD, we chose OntoLex-
Lemon (McCrae et al., 2017) to model it, since it
is the de facto standard for publishing lexical re-
sources in RDF in accordance to the Semantic
Web standards. The central element of the model
is a LexicalEntry, which corresponds to lex-
emes or dictionary entries (Fig. 1).

Each verb in a pair should be modelled as such
and there should be a relation between them,
showing that they form an aspectual pair.

Figure 1: OntoLex-Lemon core model

Generally, to express lexico-semantic relations
between two lexical entries, one would use a
subclass of a class LexicalRelation from the
vartrans module. But since this relation de-
scribes word formation, we decided to use the new
OntoLex-Morph module (Chiarcos et al., 2022),
which has a way of expressing the derivational re-
lations between words.

1http://ru.oslin.org/.
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OntoLex-Morph (Fig. 2) consists of three parts:
derivation (left), inflection (right), and information
on how to generate new forms, both for inflection
and derivation (top).

In order to represent this relation, we need
to create a WordFormationRelation be-
tween the two entries and additionally specify
a DerivationRule that provides information
on how to create a written representation of a
canonical form of the target entry. Below is an ex-
ample of a relation between an imperfective verb
‘parati’, to tear apart and its perfective counterpart
‘proparati’, to tear apart successfully:
:parati a ontolex:LexicalEntry ;

ontolex:canonicalForm [
ontolex:writtenRep "parati"@sr

] .
:rel_pro_parati a morph:WordFormationRelation ;

vartrans:source :parati ;
vartrans:target :proparati ;
morph:WordFormationRule

:pro_pref_rule.

:pro_prefix_rule a morph:DerivationRule ;
morph:replacement [

morph:source "^" ;
morph:target "pro"

] .

Additionally, we create Morph objects for each
prefix and add information about them to the cor-
responding rules:
:pro_prefix a ontolex:Morph, lexinfo:Prefix ;

rdfs:label "pro-"@sr ;
morph:grammaticalMeaning [

lexinfo:aspect lexinfo:Perfective
] .

:pro_prefix_rule morph:involves :pro_prefix_morph .

Having this along with triples describing the orig-
inal lexical entries, we can either generate lexical
entries of the pairs (pre-generate or create them
on the fly every time they are requested) using the
provided rules, or create them any other way (e.g.,
if we extract both entries from a database).

Here is an example of a SPARQL CONSTRUCT
query that adds the rest based on the data de-
scribed above:2
# PREFIXes are removed for brevity
CONSTRUCT {

?new_entry a ontolex:LexicalEntry ;
ontolex:canonicalForm ?new_form ;
decomp:subTerm ?prefix, ?source_entry .

?new_form a ontolex:Form ;
ontolex:writtenRep ?new_string ;

}
WHERE {

?source_entry ontolex:canonicalForm ?source_form ;
?source_form ontolex:writtenRep ?base_string .

?wfRel a morph:WordFormationRelation ;
vartrans:source ?source_entry ;
vartrans:target ?new_entry ;
morph:WordFormationRule ?rule .

?rule a morph:DerivationRule ;
morph:replacement/morph:source ?srcPattern;

2The fragment described in this section, SPARQL
query for generating derived forms and the full dataset
are available at https://github.com/max-ionov/
aspect-db/tree/main/public/docs/ldl2024/.

morph:replacement/morph:target ?dstPattern;
morph:involves ?prefix .

?prefix morph:grammaticalMeaning [
?pred ?obj ;

] .

BIND(URI(CONCAT(STR(?new_entry), "_form"))
AS ?new_form)

BIND(REPLACE(?base_string, ?srcPattern, ?dstPattern)
AS ?new_string)

}

The output of the query for this example is the
following:
:proparati a ontolex:LexicalEntry;

ontolex:canonicalForm :proparati_form;
decomp:subTerm :pro_prefix, :parati.

:proparati_form a ontolex:Form;
ontolex:writtenRep "proparati"@sr.

4. Dataset Description and
Conversion

For this paper, we decided to limit the database
to aspectual pairs only formed by perfectivization.
We extracted prefixes and the verbs they modify
from Leximirka (Stanković et al., 2021), a lexico-
graphic database with a web application for devel-
oping, managing and exploring lexicographic data
in Serbian. It enables lexical entry control, auto-
matic vocabulary enrichment, multiuser work, and
establishment of relations among lexical entries.

Figure 3 shows the source data in the interface:
on the left there is an imperfective verb ‘raditi’ and
it can be seen that it has several perfective pairs
linked to it: ‘proraditi’, ‘izraditi’, ‘zaraditi’, ‘naraditi’,
‘odraditi’, ‘doraditi’. In the lower part of the panel,
there are available markers: ‘+Imperf+Tr+It+Iref’
meaning (i) imperfective, (ii) can be both transitive
and intransitive, and (iii) non-reflexive. For the verb
on the right, ‘naraditi’, markers are ‘+Perf+It+Ref’
meaning (i) perfective, (ii) intransitive, and (iii) re-
flexive.

The rule-based system enables automatic link-
ing between lexical entries in several different
ways. One of them related to the linking perfective-
imperfective pairs was used for this research.

Leximirka is interlinked with corpora, enabling
developers and users to consult concordances
and frequency lists for each lexical entry, being
single- or multi- word unit, and its collocations.
Currently, Leximirka supports Serbian Morpholog-
ical Dictionaries (Krstev and Vitas, 2006) (Krstev,
2008), but it can support any other language as
long as lexical data conform to the lexical database
model (Stanković et al., 2018).

The Leximirka data category thesaurus controls
the morphological, domain, syntactic, and seman-
tic features that describe the lexical entries. The
pronunciation markers are ‘Ijk’ for ijekavian words
and ‘Ek’ for ekavian-specific words. For example,
child ‘dijete’ has a marker ‘Ijk’ for ijekavian, ‘dete’
has ‘Ek’ for the ekavian pronounciation. In addition
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Figure 2: OntoLex-Morph draft model

to that, there is a marker ‘Cr’ for words specific for
Croatian. For example, a masculine form for film
director, ‘redatelj’, has a ‘Cr’ marker to indicate that
it is specific to Croatian, and ‘reditelj’ is a Serbian
equivalent. For imperfective forms, the marker ‘Im-
perf’ is used, and for perfective forms, ‘Perf’.

So far, we have included verb prefixes ‘pro’, ‘od’,
‘ot’, ‘iz’, ‘is’, and ‘na’. We decided to treat ‘od’ and
‘ot’ as two separate lexical entries in the morph
module, even though they might be considered dif-
ferent phonetic variants of the same prefix. The
data was extracted from Leximirka using hand-
crafted rules that were used to establish links be-
tween lexical entries. Namely, in SrpMD (Krstev
and Vitas, 2006) (Krstev, 2008) markers ‘+Perf’
and ‘+Imperf’ were consistently assigned to appro-
priate verbs. That information was used in a set
of rules for prefixation to establish explicit links be-
tween lexical entries. It can be seen that a total of
480 entry pairs were established, and the relation
using the rule for the prefix ‘pro’ has 102 pairs.

After the initial extraction, we manually validated
the results to check if the verbs also exist in Croa-
tian and Bosnian. For each pair, both verbs were
checked separately. The validation was based
on native speakers’ intuition with the help of lex-
icographic resources for archaic verbs. We then
performed a manual sense check, in which we
made sure that the perfective verbs formed by the
prefixes were indeed the pairs of the imperfective

verbs.
We did not rely on information about verbal re-

flexivity from Leximirka, but instead, it was manu-
ally annotated. More specifically, there were some
pairs in which an imperfective verb is not reflexive,
but its perfective counterpart is, e.g. ‘raditi’ (work,
imperfective) and ‘naraditi se’ (work a lot and get
tired, perfective).

The validated results were converted to On-
toLex, according to the data model described in
Section 3. The total number of entries for each
language can be found below:

Language lexical entries
Bosnian 1071
Croatian 1140
Serbian 1222

Table 1: Number of lexical entries

After converting the dataset, we linked the en-
tries to monolingual Croatian and Bosnian dictio-
naries. For Croatian, we have linked the entries
to the entries on Hrvatski jezični portal (https:
//hjp.znanje.hr/), and for Bosnian, we have
linked the entries to the entries on Sandžakpedija
(https://rjecnik.sandzak.com/). There
are also links to Croatian Wordnet and Babel-
Net extracted through ‘Sintaksno-semantički okvir’
(http://www.ss-framework.com/) which is
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Figure 3: Leximirka: lexical entry for imperfective lexical entry left and one of the perfective pairs on the
right side.

itself a part of the LLOD cloud (Orešković, 2019).

5. Deployment as a Static LLOD
Resource

One of the problems that often arises in discus-
sions about the adoption of LLOD technology is
the lack of infrastructure and high technical require-
ments for publishing datasets in a way that they
can be easily queried (Chiarcos, 2021; Gromann
et al., in press, p. 27). The problem can be sum-
marised as follows:3

• Data consumers want to be able to access the
data in a convenient way, without download-
ing data dumps and setting up LD infrastruc-
ture on their side;

• Data providers do not want to have the burden
of supporting SPARQL endpoints, or do not
have the resources for sustainable long-term
solution.

Most proposals to remedy this argue towards
large infrastructures that could take the technolog-
ical burden, and some already do (e.g., Databus,4

3These points were confirmed by a poll conducted at
a plenary meeting of the COST Action NexusLinguarum
which hosted both data consumers and data providers.

4https://databus.dbpedia.org/.

TriplyDB,5 and Semantic Media Wiki6). On the op-
posite side, Linked Data Fragments7 is an effort to
put computational load on the side of the end-user,
without them needing to pay the price of setting up
the infrastructure (Heling and Acosta, 2020).

We argue that this direction — moving the com-
putation to the side of the end-user — has more
promise than relying on big infrastructure projects,
both from the theoretical and practical sides: On
the theoretical side, this is much more aligned with
the decentralisation spirit of the World Wide Web
and the LOD cloud; on the practical side, creat-
ing small independent services that do not have
much technical requirements would make publish-
ing Web Data more accessible.

More specifically, our approach is to use
statically generated web pages with serialised
RDF datasets and client-side SPARQL engine
that queries these local datasets (with federated
queries to remote ones, if needed).

In this way, just by serving static web sites,
data providers can simultaneously distribute their
datasets in three different ways with (i) different lev-
els of availability, (ii) usability, and (iii) oriented to-
wards different groups:

5https://triply.cc/
6https://www.semantic-mediawiki.org/
7https://linkeddatafragments.org/
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• RDF dumps that can be downloaded and
used independently most availability, least us-
able for end-users, oriented towards people
who need unrestricted access to data for pars-
ing or converting;

• A remote endpoint that can be loaded or
queried with a SPARQL engine less availabil-
ity, more usable for end-users, oriented to-
wards people who want to query the data;

• Web page with predefined functionality de-
fined by the data provider least available, most
usable for the end-users. For people who
want to use the service provided on top of the
data.

This approach significantly lowers the require-
ments to host a website showcasing a dataset in
RDF. Due to the fact that many organisations pro-
vide free hosting solutions for static web sites, it is
not necessary to have access to a server with spe-
cialised software installed. And unlike relying on
specialised solutions like Triply, this does not cre-
ate vendor lock since there are many options for
hosting a static site.

To showcase our approach, we deployed the
database of aspectual pairs as a static website
hosted on GitHub Pages.8

The page presents the project and allows inter-
action with the data: searching for an aspectual
pair for a verb and for getting all the verbs that use
a certain prefix for perfectivisation. Both functions
correspond to a SPARQL query that is being run
on live data on the side of the client. The dataset
does not need to be downloaded and the user
does not need to set anything up, since JavaScript-
based SPARQL engine Comunica9 queries the re-
mote file.

The website is being regenerated with every
commit to the repository, and using the dynamic
routing system, VitePress,10 the static site genera-
tor that we use generates static pages that deref-
erence local URIs of the dataset.

6. Conclusion and Future Work

In this paper, we have presented a new openly
available language learning resource for learning
verbal aspect in Bosnian, Croatian, and Serbian.
The resource is available as an RDF dump, as an
endpoint and as an interface, built on top of the
endpoint.

Currently, the dataset consists of aspectual
pairs in which perfective forms are formed by pre-
fixation. In the future, we will expand this resource

8https://ionov.me/aspect-db/.
9https://comunica.dev/.

10https://vitepress.dev/.

to include other types of word formation, for exam-
ple, imperfectivization done by suffixation.

The second result of this paper is a proposed ap-
proach to democratise publishing LLOD datasets
by using client-based RDF technology. We believe
that this is the way to increase the number of acces-
sible usable LLOD resources and help their adop-
tion for end-user applications.

The possible limits of this approach — how
much data can be handled in this way and how
performant it can be — is still an open question.

Regardless of that, this approach is a working
solution for small- and medium-scale datasets, so
it could be adopted by student and small research
projects as a way to present and preserve the re-
sults.
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Abstract
The paper presents the results of the research related to the preparation of parallel corpora, focusing on transformation
into RDF graphs using NLP Interchange Format (NIF) for linguistic annotation. We give an overview of the parallel
corpus that was used in this case study, as well as the process of POS tagging, lemmatization, and named entity
recognition (NER). Next, we describe the named entity linking (NEL), data conversion to RDF, and incorporation of
NIF annotations. Produced NIF files were evaluated through the exploration of triplestore using SPARQL queries.
Finally, the bridging of Linked Data and Digital Humanities research is discussed, as well as some drawbacks
related to the verbosity of transformation. Semantic interoperability concept in the context of linked data and parallel
corpora ensures that data exchanged between systems carries shared and well-defined meanings, enabling effective
communication and understanding.

Keywords: parallel corpora, named entity linking, named entity recognition, NER, NEL, linked data, NIF,
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1. Introduction

The motivation for publishing parallel corpora as
linked data lies in the benefits of increased acces-
sibility, interoperability, semantic enrichment, com-
munity collaboration, and the promotion of open
science. These motivations collectively contribute
to advancing linguistic research, language technol-
ogy, and cross-disciplinary insights.

Parallel corpora are essential for multilingual
studies, and publishing them as linked data sim-
plifies cross-lingual research. Researchers can
efficiently compare and analyze texts in multiple
languages, enabling more comprehensive linguistic
and cultural studies. Linked data enables semantic
enrichment through the integration of annotations,
linguistic metadata, and cross-lingual alignments.
This enrichment provides deeper context and in-
sights for linguistic research, machine translation,
and language technology development.

Previous successful use cases of representation
of the linguistic annotations of textual data in RDF
(Stanković et al., 2023; Stanković et al., 2024) us-
ing NLP Interchange Format (NIF) (Hellmann et al.,
2013) inspired this research. NIF facilitates the
annotations of various types of linguistic data, e.g.
part-of-speech, lemmas, and named entities. By
using string-based URIs (Uniform Resource Identi-
fier), NIF additionally accommodates multilingual
text materials, allowing the annotations of trans-
lation equivalents across different languages via
RDF properties. This is directly aligned with the ac-
tivities of Nexus Linguarum COST Action (Declerck

et al., 2020), devoted to the creation, interlinking,
enrichment, and evolution of linguistic resources,
especially in the context of under-resourced lan-
guages and domains. In this paper, the showcase
of the Italian-Serbian parallel corpus will be used
to illustrate previously mentioned possibilities for
annotation and linking.

The Serbian language boasts a rich and intri-
cate morphology, allowing for the declension of
toponyms and other proper nouns, which foreign
students may not always find easy to identify and
derive to their basic form (lemma) searchable in
dictionaries and encyclopedias. Some of the diffi-
culties are the transcription of proper names e.g.
Džon (John), Ðovani (Giovanni), their declension
(Ðovaniju, loc./dat., Džona, acc.), the formation of
possessive adjectives from personal names such
as Ðovanijev (m.sg., Ðovani’s) and Džonove (f.pl.,
John’s) all subject to declension. Conversely, Ital-
ian, lacking grammatical cases, conveys numerous
syntactic relationships through the use of prepo-
sitions. For instance, "di Giovanni" can be ren-
dered in Serbian as a possessive adjective, such
as "Ðovanijev(a/o/i/e/a)", or as a genitival phrase,
"od Ðovanija" with its precise semantic interpreta-
tion heavily contingent on the context (of Giovanni,
by Giovanni. . . ).

To overcome these and similar problems the
project "It-Sr-NER: Web services for named en-
tity recognition, linking, and mapping" was imple-
mented as part of CLARIN’s “Bridging Gaps” call
in 2022 (Perisic et al., 2023). Within this project,
web services were developed for annotating named

115



entities in text, namely personal names, places, or-
ganizations, ethnicities, events, and works of art.

The project participants were experts from Ser-
bian and Italian academic institutions: University of
Turin and the Society for Language Resources and
Technologies JeRTeh. The result was the creation
and publication of web applications and services
for annotating named entities (NE) in monolingual
and bilingual parallel texts for 24 languages, with a
case study focused on Italian and Serbian parallel
texts. Furthermore, an Italian-Serbian parallel cor-
pus comprising 10,000 segments of extracted and
aligned sentences, chosen from classic works of
Italian and Serbian literature, was also created and
made publicly available (Perišić et al., 2022b). 1

The main research objective and contribution of
this paper was to provide an existing parallel cor-
pus as linked data that adheres to standardized for-
mats and structures, ensuring interoperability with
other datasets and systems. This interoperability
will allow researchers to integrate parallel corpora
into larger linguistic databases or use them in con-
junction with other linked data resources for more
comprehensive analyses. The developed proce-
dure can be used for other monolingual or parallel
corpora, and thus serve as a point of orientation for
future publication workflows of multilingual corpus
data publication on the web.

Several aligned corpora exist in which Serbian is
one of the languages. In most cases, the second
language is English or French, while corpora includ-
ing the Serbian-Italian combination are rare. Addi-
tionally, we see a special contribution to our work
in discussing how to establish bridges between
Linked Data technologies developed for NLP and
data produced and consumed in digital humanities.

In Section 2 we give a short overview of related
work concerning the preparation and annotation of
parallel corpora, named entity recognition and their
linking, linked data standards for corpora, and NLP
Interchange Format (NIF) for linguistic annotation.
Section 3 brings an overview of the parallel corpus
that was used in this case study, the process of
POS-tagging and lemmatization, as well as named
entity recognition (NER). Section 4 describes in-
tegration results: NEL, data conversion to RDF,
incorporation of NIF annotations, while in Section 5
validation of produced NIF through the exploration
of triplestore using SPARQL is described and the
NER and linking is presented. Section 6 is ded-
icated to the bridging of Linked Data and Digital
Humanities research. The concluding remarks and
plans for future research are given in Section 7.

1It-Sr-NER: CLARIN compatible NER and geoparsing
web services for parallel texts: case study Italian and
Serbian

2. Related Work

2.1. Parallel corpora
More than ten years ago Zanettin (2012) empha-
sized the limited availability of readily accessible
sources of parallel corpora across various domains
and text genres. The availability of parallel corpora
remains limited even for languages with a large
number of speakers and a wide range of digital
resources despite the ever-increasing demand for
them. These available parallel corpora often serve
as examples for testing new tools and methods for
the less spoken languages with limited resources
and for which translations of literary works and other
texts are primarily in print, going slowly through dig-
ital conversion (Jenn and Fraisse, 2022).

Although the significance of parallel corpora
in literary and translation studies has been con-
firmed (Moratto and Li, 2022), literary parallel cor-
pora are particularly challenging to create due to
the increased resources required for their develop-
ment and concerns related to copyright issues (Dim-
itroulia, 2023). If recent research has shown that
the potential of parallel corpora remains invisible
and unknown to most literary translators, the intro-
duction of these technologies into the education of
future translators could bring about a change in this
trend. At the same time, the exploration of parallel
corpora can improve reciprocal language learning
from a contrastive perspective that enables the ob-
servation of different cross-cultural and linguistic
asymmetries (Hunston, 2002).

2.2. Corpus Linked Data Standards
NIF and Web Annotation are two well-known RDF
standards for linguistic annotation. Both specifica-
tions use URIs (or IRIs) to address corpora, which is
similar to how URIs are used in other formats. The
‘Best Practices for Multilingual Linked Open Data’
(BPMLOD) W3C community group and the LIDER
project’s2 results were used in addition to NIF stan-
dards, since standards themselves are somewhat
technical and not very user-friendly. This document
describes NIF as a format for corpus data.3

In (Hellmann et al., 2013) NIF was employed
as the corpus format to ensure compatibility with
DBpedia through Linked Data and to facilitate inter-
operability with NLP tools. DBpedia abstracts were
one of the first implementations of NIF (Brümmer,
2015; Brümmer et al., 2016) on an open, large-
scale corpus of annotated Wikipedia texts in six
languages, with over 11 million texts and more than
97 million entity links.

2https://lider-project.eu
3BPMLOD-NIF, http://bpmlod.github.io/

report/nif-corpus/index.html
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FrameNet (FN) lexical database for English has
been published as RDF Linked Open Data (LOD),
including the corpus of text that has been annotated
using FN. Alexiev and Casamayor (2016) com-
pared FN-LOD with NIF, and proposed to integrate
FN into NIF. The widely used standards for linguistic
annotations in RDF are: 1) Annotation (Sanderson
et al., 2013), published as a W3C standard (recom-
mendation) in 2017;4, 2) POWLA (Chiarcos, 2012),
a reconstruction of the Linguistic Annotation Frame-
work (Ide and Suderman, 2014) in OWL2/DL; 3)
CoNLL-RDF focusing on the compatibility with tab-
ular (‘CoNLL’) formats as used in NLP (Chiarcos
and Glaser, 2020).

While describing principles for annotating text
data using RDF-compliant formalism to be acces-
sible from the LLOD ecosystem, Cimiano et al.
(2020a) recommended including the full text of the
annotated document in the RDF data, to preserve
interoperability.

After studying the relevant literature and taking
into consideration the characteristics of our data,
we decided to follow the BPMLOD draft recom-
mendation and apply NIF (version 2.0) to our data,
similar to our approach in the previous project
(Stanković et al., 2023; Stanković et al., 2024).
We are working with an annotated parallel corpus,
which opens up opportunities to explore the poten-
tial of RDF technology for cross-lingual linking, as
well as for the linking of corpora with annotations
and lexical resources.

2.3. NLP Interchange Format (NIF) for
Linguistic Annotation

NIF is a community standard developed through a
series of research projects at the AKSW Leipzig,
Germany, and maintained by the same group. A
typical URI/IRI consists of two main components, a
base name that serves to locate the document, and
an optional fragment identifier. For different media
types and file formats, different fragment identifiers
have been defined, often as best practices (BPs;
also referred to as Requests for Comments, RFCs)
of the Internet Engineering Task Force (IETF).

Khan et al. (2022) report that this is one area
where there is a real necessity for documentation
that provides clear guidelines (GLs) and BPs. The
research we present could be a showcase for the
use of NIF and the transformation of parallel cor-
pora to NIF. This paper contributes to this effort
by providing a case study on the use of NIF as
an RDF-based format for describing strings in the
novel, relying on the classes and properties that
are formally defined within the NIF Core Ontology

4https://www.w3.org/TR/
annotation-model/

2.0.5 The reason not to use the latest version 2.1
of NIF Ontology is the lack of full documentation.

3. Data Preparation and
Preprocessing

3.1. Description of the Parallel Corpus
The Italian-Serbian corpus It-Sr-NER (Perišić et al.,
2022b) consists of 10,000 aligned segments (sen-
tences) taken from Italian and Serbian translations
of ten different novels. For the presented work,
1000 aligned sentences from various novels were
selected. Table 1 presents an overview of the nov-
els in It-Sr-NER, where the last column designates
the novels whose sentences belong to the 1000-
sentence corpus.

The novels were aligned and converted into
the TMX (Translation Memory eXchange) (Serge,
2020) format using the ACIDE program for creating
parallel corpora (Obradović et al., 2008; Krstev and
Vitas, 2011). Each segment in Italian and Serbian
is numbered and paired with the corresponding lan-
guage segment(s) indicated by the "xml:lang"
attribute.6 The It-Sr-NER corpus is available on
the CLARIN Center and can be accessed through
the VLO (Virtual Language Observatory) and Lan-
guage Resource Switchboard. The corpus includes
the aligned bilingual version, as well as individ-
ual monolingual versions, and named entities that
have been automatically annotated (Perišić et al.,
2022a). Additional information can be found in the
GitHub 7 and it is searchable in the Biblisha digi-
tal library (Stanković et al., 2018) (Stanković et al.,
2017). 8

The resources developed in this project are open
and accessible to researchers, teachers, and stu-
dents, but the biggest benefit will be for those in-
terested in the Italian language in Serbia and the
Serbian language in Italy. Given the polycentrism
of the Serbo-Croatian language, the students and
teachers in Croatian, Montenegrin, and Bosnian
universities and schools could also benefit from this
corpus and web services.

3.2. POS tagging and lemmatization
The complete parallel corpus was annotated with
part-of-speech (POS) tags using Universal POS
tagset, and lemmas.

5https://persistence.uni-leipzig.org/
nlp2rdf/ontologies/nif-core/nif-core.
html

6TXM file of the novel ”Around the World in Eighty
Days”

7It-Sr-NER GitHub repository
8Bibliša digital library
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Name of Novel Novel Name Translation Samples in NIF
Il nome della rosa The Name of the Rose ✓
Le avventure di Pinocchio The Adventures of Pinocchio ✓
Storia di chi fugge e di chi resta, L’amica geniale Those Who Leave and Those Who Stay ✓
Uno, nessuno e centomilar One, None and a Hundred Thousand ✓
Anikina vremena Legends of Anika ✓
Na drini ćuprija The Bridge on the Drina ✓
Nečista krv Impure Blood
Opštinsko dete Municipal child
Bašta, pepeo Garden, Ashes
Le Tour du monde en quatre-vingts jours Around the World in Eighty Days

Table 1: An overview of the novel samples included in the corpus.

The Serbian part of the corpus was annotated us-
ing a multi-model tagger for the Serbian language,
BEaST (Stanković et al., 2022) which uses both
TreeTagger (Schmid, 2013) and spaCy9 models
trained on part-of-speech tagging task using the
manually annotated, publicly available corpus Srp-
Kor4Tagging (Vitas et al., 2021). The lemmatiza-
tion is performed after the POS-tagging step, us-
ing electronic morphological dictionaries for Ser-
bian (Krstev and Vitas, 2006) (Krstev, 2008; Vitas
and Krstev, 2012), incorporated through the afore-
mentioned TreeTagger model.

The Italian part of the corpus was annotated us-
ing spaCy model for Italian (Explosion, 2022), using
the UD annotation scheme obtained by conversion
from the Italian Stanford Dependency Treebank,
released for the dependency parsing shared task
of Evalita-2014 (Bosco et al., 2014).

3.3. Named Entity Recognition
For NER in Serbian texts Jerteh-355-tesla (Ikonić
Nešić et al., 2024), a version of Jerteh-355 (Ško-
rić, 2024) language model was used. Jerteh-355,
based on the RoBERTa-large architecture (Liu et al.,
2019), was pre-trained for Serbian on a diverse cor-
pus of approx 4 billion tokens. Jerteh-355-tesla was
fine-tuned specifically for NER task, using spacy
framework on the corpus of Serbian novels pub-
lished between 1840 and 1920, named SrpELTeC-
gold (Krstev et al., 2021), newspaper articles and
sentences generated from the Wikidata (Wikimedia,
2023) and Leximirka lexical database (Stanković
et al., 2021). It achieves an F1 score of approx 96%
on the test dataset.

For the Italian language texts, spacy model
it_core_news_sm-3.4.0 (Explosion, 2022)
was used, which was trained on a synthetic NER
corpus WikiNER, based on the text and structure
of Wikipedia (Nothman et al., 2013). The model
achieved F1 score of 86% on the test set.

After automatic annotation, the INCEpTION (Klie
et al., 2018) was used for manual correction and
linking of named entities. In this paper, the focus
was on the three most frequent types of named
entities across language-specific models: persons

9SpaCy

(<PERS>), locations (<LOC>), and organizations
(<ORG>), as explained in Subsection 2.3.

Table 2 presents statistics of several named enti-
ties per class in Serbian (sr) and Italian (it) datasets,
with explanations of entity types.

4. Integration

4.1. Named Entity Linking

After annotating the parallel corpus as described in
the previous section, the next step was to link enti-
ties belonging to one of the NE classes with Wiki-
data (Wikimedia, 2023). Extracted PERS entities
refer mostly to the characters of novels, LOC enti-
ties designate places where the action of a novel
takes place (geopolitical locations) while ORG rep-
resents organizations mentioned in novels. Entries
in Wikidata didn’t exist for characters of some nov-
els; thus, similar to the approach in (Ikonić Nešić
et al., 2021), the OpenRefine (David Huynh, 2022)
and QuickStatements (Manske, 2019) were used to
create 111 appropriate items for 5 novels (56 char-
acters of the novel "Storia di chi fugge e di chi resta,
L’amica geniale" (Q55517451) by Elena Ferante).
For novel "Le avventure di Pinocchio" (Q8065468)
all characters were already in Wikidata.

The named entities for both languages were
linked with Wikidata in additional layer of annota-
tion a Wikidata identifier is assigned to each en-
tity. For example, Jakša, a character from the
novel “Legends of Anika” (wd:Q61133860), is rec-
ognized as a person, assigned NE tag <PERS> and
linked with URL http://www.wikidata.org/
entity/Q122730462. The annotation and link-
ing with Wikidata using the INCEpTION tool is
presented in Figure 1. Two more entities are
recognized in the text presented in this figure:
PERS Anika (wd:Q122730455) and LOC Višegrad
(wd:Q239266).

The full process of linking entities with knowledge
bases using the INCEpTION annotation platform
is described in (Klie et al., 2020).

For annotating named entities (NE), sev-
eral ontologies were consulted. The fol-
lowing NE type equivalents were used
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Entity Explanation sr it

PERS
Personal names

First names, surnames, nicknames
and their combinations
(of real people and fictional characters, gods and saints).

901 1036

LOC
Locations

Continents, countries, regions, populated places,
oronyms, water surfaces,
names of celestial bodies, city locations.

257 310

ORG
Occupations and titles

Names of companies, political parties, educational institutions,
sports teams, hospitals, museums, libraries, hotels,
cafes, and places of worship.

31 30

Table 2: Number of named entities per class

Figure 1: An annotated example

from OLIA:10 olia:Person, olia:Space,
olia:Organization. dbo11 namespace
was introduced to link NEs with DBpedia, and
wd namespace for Wikidata. The following
classes were used to link types of recognized
NEs: dbo:Person = wd:Q5, dbo:Place
= wd:Q7884789, dbo:Organisation =
wd:Q43229.

4.2. Data Conversion to RDF
A collab notebook was prepared for the transfor-
mation of the parallel corpus into NIF. The library
rdflib12 was used for RDF management.13 Code
comprises classes Corpus_mono, Sentence, Word,
NamedEntity, Corpus_bili for necessary transfor-
mations and a set of additional functions. Cor-
pus_mono takes as input TSV file with annota-
tions and produces a RDF graph (a ttl file) for
one language, instantiating further for each sen-
tence an object of a Sentence class, that produces
RDF triples related to the object of nif:Sentence
type. Further, class Word manages tokens from
the file and generates RDF triples for objects of
the nif:Word type, while NamedEntity finds the
words (and tokens) that belong to one name en-
tity, specify its type, and link it to Wikidata, if exists.

10http://purl.org/olia/discourse/olia_
discourse.owl

11https://dbpedia.org/ontology/
12https://rdflib.readthedocs.io/en/

stable/
13The code is available in the GitHub repository.

For interlinking sentences that are translation units,
class Corpus_bili is used.

Two monolingual corpora consist of the same
number of segments, that are aligned as transla-
tion equivalents. Since NIF does not support trans-
lation units and translation unit variants (as TMX
standard), the sentence class nif:Sentence is
used, as the most similar NIF concept.

The main function write_gcorpus_mono instan-
tiate RDF Graph with the following namespaces:
itsrdf, nif, olia, dc, dct, ms, wd, wdt, dbo, eltec. Af-
ter Corpus_mono is created, the first set of triples
is introduced to the monolingual corpus.

Figure 2 presents an outline of the model for a
parallel corpus in NIF.

Figure 2: A data model for a parallel corpus in NIF

For establishing links between translation
equivalents in different languages we used
skos:closeMatch from SKOS (Simple
Knowledge Organization System).14 The
skos:closeMatch property indicates that the
two objects are sufficiently similar that they can be
used alternately in applications.

4.3. Incorporating NIF Annotations
NIF Terse RDF Triple Language (ttl) was used as
a serialization for transformation into linked data.

14https://www.w3.org/TR/skos-reference/
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Dataset with 1000 aligned sentences within six ttl
files derived from the corpus described in Subsec-
tion 3.1, is published and included in LRE map.15

The core class nif:String is used for the
monolingual corpus content itself (a text in Italian
and a corresponding text in Serbian), described by
nif:beginIndex and nif:endIndex. Dublin
Core vocabulary is used for predicates related to
the language, author, identifier, and title. META–
SHARE ontology16 is used to describe language,
license terms, author, publisher, and publication
year.

For illustration, we will present a part of an Ital-
ian sentence “- Dunque, compar Geppetto, - disse
il falegname in segno di pace fatta, - qual è il
piacere che volete da me ?”17 from the novel
“The Adventures of Pinocchio”18 and discuss some
of its parts. The main class nif:String rep-
resents strings of Unicode characters. The sub-
class of nif:String is nif:Context, that rep-
resents a text in its entirety and holds the char-
acters of this text in the nif:isString property.
A substring of the nif:Context can be: a sin-
gle word, a sentence, or a named entity that is
linked to the relevant nif:Context resource via
nif:referenceContext. Beginning and end in-
dices refer to the string content (sentence) repre-
sented by the context. The previous and the next
sentence are references as well as a list of words.

<http://url/it1.txt#char=105530,105643>
a nif:RFC5147String, nif:Sentence,
nif:String;
nif:anchorOf "- Dunque , compar

Geppetto , - disse il falegname
in segno di pace fatta , - qual è il
piacere che volete da me ?" ;

nif:beginIndex "105530" ;
nif:endIndex "105643" ;
nif:nextSentence

<http://url/it1.txt#char=105644,105851>;
nif:previousSentence

<http://url/it1.txt#char=105356,105529>;
nif:referenceContext

<http://url/it1.txt>;
nif:word

<http://url/it1.txt#char=105530,105531>,
<http://url/it1.txt#char=105532,105538>,
...
<http://url/it1.txt#char=105642,105643>;
dct:identifier "585" .

15Uncompressed files are accessible at: URL, with
a CCA 4.0 International license. Zipped files will be
available also at CLARIN, the European Language Grid
portal, and other language repositories.

16http://w3id.org/meta-share/meta-share/2.0.0
17"So, Compare Geppetto, - said the carpenter as a

sign of peace made, - what pleasure do you want from
me?"

18Le-avventure-di-Pinocchio.xml

The following classes: nif:Word,
nif:Phrase, nif:Sentence represent a seg-
ment of a text, depending on the unit of annotation.
The property nif:referenceContext points to
the respective nif:Context instance of the text
segment. The segment position inside the context
is specified using the nif:beginIndex and
nif:endIndex properties. The actual text seg-
ment can be specified using the nif:anchorOf
property.

The following listing presents triplets for to-
kens (words). Apart from text segments (in-
dices), additional grammatical information and re-
lations can be included. The information about
the part of speech can be linked using the
nif:posTag property, while for the canonical form
the nif:lemma property is used. Previous and
next words are linked with the following proper-
ties: nif:previousWord and nif:nextWord.
To link a word or a named entity with its sentence
the nif:sentence property is used.

<http://url/it1.txt#char=105541,105547> a
nif:RFC5147String, nif:String, nif:Word;
nif:anchorOf "compar";
nif:beginIndex "105541";
nif:endIndex "105547";
nif:lemma "compar";
nif:nextWord

<http://url/it1.txt#char=105548,105556>;
nif:oliaCategory olia:CommonNoun ;
nif:posTag "NOUN";
nif:previousWord

<http://url/it1.txt#char=105539,105540>;
nif:referenceContext

<http://url/it1.txt> ;
nif:sentence

<http://url/it1.txt#char=105530,105643>.

In this particular scenario, it is evident that it-
srdf:taClassRef is employed to connect with
the relevant category of named entities, such as
individuals, places, or organizations. When deal-
ing with individuals (person), various ontologies
are utilized, including olia:Person from Olia on-
tology, wdt:Q5 from Wikidata, and dbo:Person
from DBpedia.

<http://url/it1.txt#char=105007,105015> a
nif:RFC5147String, nif:String, nif:Word;
nif:anchorOf "Geppetto";
nif:beginIndex "105007";
nif:endIndex "105015";
...
itsrdf:taClassRef olia:Person,

wd:Q5, dbo:Person ;
itsrdf:taIdentRef wd:Q1428120 .

Figure 3 presents the transformation of novels
into aligned TMX-XML, annotation in TSV files
(NER+NEL) into RDF (NIF).
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Figure 3: Workflow of the transition from a novel to LOD

5. Quering It-Sr-NER using SPARQL

Apache Jena Fuseki (Apache Software Founda-
tion, 2023) is used for the management of the
RDF graphs in the form of ttl files. Dataset ItSrNIF
was created by uploading all files which generated
1,002,834 triples for 1000 sentences in each lan-
guage. The Italian part of the corpus has 36,457
words, 1036 persons (wd:Q5), 310 toponyms
(wd:Q7884789), 30 organizations (wd:Q43229),
while Serbian part has 33,514 words, 901 persons,
257 toponyms, 31 organization.

The following query presents SPARQL query in
Fuseki presenting retrieved result with aligned sen-
tences.
SELECT ?sr ?srt ?it ?itt
WHERE { ?sr a nif:Sentence;

nif:anchorOf ?srt .
?it a nif:Sentence;
nif:anchorOf ?itt .
?it skos:closeMatch ?sr .

}
The query retrieves Serbian sentences repre-

sented by variables ?sr (sentence ID) and ?srt
(sentence itself), Italian sentences represented by
variables ?it and ?itt, while the query constraint
demanding a link of a type skos:closeMatch
between the sentence identifiers ?sr and ?it en-
sures that sentences are translation equivalents.

Figure 4 presents a Fuseki screenshot with

SPARQL query for counting and presenting aligned
named entities in Serbian, Italian, and their Wiki-
data URI.

Figure 4: SPARQL query with aligned sentences

6. Discussion

The presented research connects the previous
results from the fields of Digital Humanities
(Ikonić Nešić et al., 2022) and Linked Data (Hell-
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Lng txt tsv ttl Fuseki
it 0.17 1.7 24.4 /
sr 0.19 1.5 26.5 /
All 0.36 3.2 51.0 317

Table 3: Size of files in MB. txt - plain text, tsv -
tab separated INCEpTION format (POS, lemmas,
NER, NEL), ttl - NIF files, Fuseki -whole repository.

mann et al., 2012; Brümmer, 2015; Alexiev and
Casamayor, 2016; Cimiano et al., 2020b) which are
traditionally considered separate areas of research.
Parallel corpora are widely used in translation stud-
ies, while Linked Data focuses on interlinking and
integrating diverse datasets. The integration of
parallel resources with the broader Linked Data
ecosystem, described in this paper, contributes to
the efforts to bridge the gap between these two
areas.

We are aware that NIF has some potential down-
sides, one of which is a high degree of verbosity.
Therefore, the scalability issues for such kinds of
data should be carefully planned. Table 3 gives
an overview of the differences in size that can be
expected for different levels of annotation and for-
mats, taking as an example the data set with 1000
sentences. It can be seen that the size of NIF files
is 16 times larger than TSV version with similar in-
formation, while the Fuseki repository size for both
languages and for the same dataset is more than
6 times larger than the repository with ttl files.

The presented pipeline transforming parallel cor-
pus into NIF-linked data (Figure 3), offers sev-
eral benefits: multilingual research and translation,
cross-lingual information retrieval, multilingual in-
formation extraction, cultural and societal insights,
and bridging language barriers. In summary, the
benefits of parallel corpus NIF linked data, ex-
tend to various domains, including machine trans-
lation, linguistics, language learning, and cross-
lingual information access, making it a valuable
resource for researchers, businesses, and individ-
uals seeking to bridge language gaps and expand
their global reach. Analyzing parallel corpus data in
a distributed environment using federated SPARQL
queries can reveal cultural and societal differences
in how topics are discussed and portrayed across
languages.

The greatest benefits will be in the field of trans-
lation, encompassing teaching and lexicography,
especially in resolving cases of lexical anisomor-
phism. This phenomenon results not only from lin-
guistic asymmetry but also from cultural differences,
so this insight can be valuable for cross-cultural
studies and international business strategies. The
varied lexical realization of a concept or its lack
of lexicalization creates lexical gaps that can be
identified, understood, and translated by applying

targeted translation strategies. These strategies
are made possible through data linking with other
layered multilingual resources. Through this ap-
proach, the semantic essence of every word can
be grasped, beginning from individual concepts and
extending to their functional manifestation within
the context.

7. Conclusion

One way to achieve semantic interoperability is by
leveraging parallel corpora and incorporating NEL.
By representing parallel corpora as linked data, we
can establish links between equivalent concepts
or entities in different languages, thereby enhanc-
ing cross-lingual information exchange. This paper
demonstrated NEL for people, organizations, and
locations by linking their references in texts to their
corresponding entries in Wikidata. By linking these
entities to standardized identifiers or ontologies, the
interoperability of data is greatly improved. Incor-
porating NEL into parallel corpora as linked data
not only enhances cross-lingual interoperability but
also fosters better integration with the broader se-
mantic web. When parallel corpora are exposed as
linked data, they become part of the larger network
of linked open data, allowing for a more comprehen-
sive and coherent exchange of information. Further
research will include NEL model training (Upadhyay
et al., 2018), as well as the publication of all 10,000
aligned segments in NIF.
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