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Abstract
With the rise of Large Generative AI Models (LGAIMs), disinformation online has become more concerning than
ever before. Within the super-election year 2024, the influence of mis- and disinformation can severely influence
public opinion. To combat the increasing amount of disinformation online, humans need to be supported by AI-based
tools to increase the effectiveness of detecting false content. This paper examines the critical intersection of the
AI Act with the deployment of LGAIMs for disinformation detection and the implications from research, deployer,
and the user’s perspective. The utilization of LGAIMs for disinformation detection falls under the high-risk category
defined in the AI Act, leading to several obligations that need to be followed after the enforcement of the AI Act.
Among others, the obligations include risk management, transparency, and human oversight which pose the
challenge of finding adequate technical interpretations. Furthermore, the paper articulates the necessity for clear
guidelines and standards that enable the effective, ethical, and legally compliant use of AI. The paper contributes
to the discourse on balancing technological advancement with ethical and legal imperatives, advocating for a
collaborative approach to utilizing LGAIMs in safeguarding information integrity and fostering trust in digital ecosystems.
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1. Introduction

The World Economic Forum’s Global Risks Report
2024 (Forum, 2024) identifies Artificial Intelligence
(AI)-generated disinformation as the second most
critical risk, potentially causing significant global
crises. In the context of 2024, a year witnessing
over 70 elections globally, including major elec-
tions such as the U.S. presidential election, India’s
general elections, and the European Parliament
elections, there is increasing concern about the
profound influence that AI-generated content may
have (Iskandar et al., 2023). In recent years, the
field of generative AI has seen impressive advance-
ments. Models such as ChatGPT-4 (OpenAI, 2023)
for text generation, DALL·E 3 (Nguyen et al., 2024),
and Sora (Brooks et al., 2024) for visual content cre-
ation, and Whisper (Radford et al., 2022) for voice
cloning have undergone significant improvements.
The AI models discussed in this paper are com-
monly known as Foundation Models, Large Lan-
guage Models (LLMs), or Large Generative AI Mod-
els (LGAIMs) (Hoffmann et al., 2022) — the termi-
nology we have chosen to use here. LGAIMs have
advanced to a stage where they are user-friendly
and do not demand deep technical know-how for
their utilization. LGAIMs have the potential to lib-
erate professionals to concentrate on important
tasks, like direct patient care, potentially leading to
a more efficient and fairer distribution of resources

(Hacker et al., 2023). As a result, AI is becom-
ing more embedded in our everyday experiences,
significantly influencing the transformation of the
digital environment, especially with its role in the
creation of disinformation. The capacity to generate
disinformation, create deepfakes, and disseminate
hate speech has greatly escalated, posing serious
threats to the integrity of information ecosystems
(Hacker et al., 2023; Simon et al., 2023; Longoni
et al., 2022; Khamsehashari et al., 2023). The info-
demic experienced during the Covid-19 pandemic
(Balakrishnan et al., 2022) and the military conflicts
in Ukraine and Israel (Darwish et al., 2023) exem-
plify the significant influence that LGAIMs can wield
in producing disinformation and shaping public opin-
ion (Monsees, 2023; Satariano and Mozur, 2023).
In light of these developments, the impending AI
Act, aimed at regulating the use and deployment
of AI technologies, assumes critical importance. In
the disinformation context, LGAIMs can be used
for both generating and detecting mis- and disinfor-
mation. The AI Act offers a framework to assess
the risk of AI systems and defines obligations de-
pending on the risk category in which the AI system
falls. However, the risk assessment and the associ-
ated obligations are sometimes not straightforward.
Especially when transferring the often generally
formulated obligations to concrete technical imple-
mentations, much freedom is given concerning the
concrete design scope and technical interpretation
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of the obligations defined. From the researcher’s
perspective, the AI Act presents both opportuni-
ties and constraints. It offers a structured environ-
ment for ethical AI research, emphasizing the need
for responsible innovation and the importance of
addressing AI’s societal impacts. The AI Act of-
fers so-called Sandboxes, allowing the fostering
of research and innovation. From the deployer’s
perspective, the Act is a double-edged sword. On
the one hand, it offers a much-needed framework
for ethical and transparent AI deployment, ensur-
ing that AI technologies are used responsibly and
transparently. Deployers must navigate the com-
plex landscape of compliance, grappling with the
challenges of integrating ethical considerations into
their AI systems without hindering innovation. On
the other hand, the Act represents a significant
compliance challenge, with stringent regulations
potentially hindering the pace of AI development
and deployment. From the user’s perspective, the
AI Act is beneficial in ensuring user rights and safety
in the digital age. It promises to safeguard users
from the risks associated with AI-generated disinfor-
mation, deepfakes, and other forms of digital manip-
ulation. By setting clear standards for transparency,
accountability, and reliability, the Act aims to foster
trust in AI technologies, enabling users to benefit
from AI advancements while being protected from
their potential harms. However, the effectiveness
of the AI Act depends heavily on its effectiveness in
enforcement. When considering the shortcomings
of the General Data Protection Directive (GDPR),
the enforcement was and is still the major hurdle
(see (Schmitt et al., 2023)), where there is no con-
trol of GDPR compliance on a technical level as
long as there is no complaint from a user. If the
enforcement of the AI Act repeats similar mistakes,
it will remain ineffective and offer insufficient pro-
tection to users. Moreover, the roles of deployers
and providers specified within the AI Act and carry-
ing specific responsibilities have raised discussions
and concerns. The definition and responsibilities
are vaguely defined, which leaves room for inter-
pretation and may lead to differences on a national
level when enforcing the AI Act. Overall, the AI
Act and its implications are multifaceted, empha-
sizing the importance of a balanced approach to
AI regulation that considers the perspectives of all
stakeholders involved. Thus, within this research,
the implications of the AI Act for the use case of
mis-and disinformation detection are analyzed from
different perspectives: (1) research, (2) provider,
(3) deployer, and (4) user perspective. This contri-
bution aims to facilitate the understanding of the AI
Act’s implications for the stakeholders involved.

2. Background

Different regulations and obligations must be con-
sidered when using LGAIMs in the EU. The Euro-
pean Council and Parliament have reached a pro-
visional consensus on the proposed AI Act, estab-
lishing uniform regulations for artificial intelligence.
This includes Article 13, known as "Transparency
and Provision of Information to Users," within the
EU AI Act1. In this context, the requirements for
adequate transparency of AI systems are speci-
fied, ensuring that both providers and users can
reasonably comprehend the functioning and rec-
ommendations of the AI system. Therefore, ad-
herence to transparency obligations is mandatory
when utilizing AI systems for disinformation detec-
tion within the EU. Furthermore, the voluntary Code
of Practice on Disinformation2 has been crafted col-
laboratively by various stakeholders from industry,
legal, and research sectors to establish a unified ap-
proach for addressing disinformation online on an
international scale. The AI Act, along with the Code
of Practice on Disinformation, mandates transpar-
ent and detailed system architecture for AI appli-
cations tasked with disinformation detection. The
considerable data demands for developing LGAIMs
typically mean that creators must depend on pub-
licly accessible internet data for training, a source
that is rarely ideal in terms of data quality (Luc-
cioni and Viviano, 2021). Consequently, the output
produced by these models can be biased, discrim-
inatory, or detrimental (Nadeem et al., 2020). To
prevent or at least lessen this problem, model devel-
opers should employ appropriate curation methods
(Bai et al., 2022). Although the absence of trans-
parency from most LGAIMs makes it impossible
to confirm assertions about handling harmful con-
tent, it appears that most LGAIMs depended, or
still depend, on human intervention to train an auto-
mated content moderation system, aiming to inhibit
the generation of abusive content (Frey and Os-
borne, 2023; Helberger and Diakopoulos, 2023a).
However, even if the detection of abusive content
were automated and flawless, it would only address
part of the issue. The persistent risk is the gener-
ation of disinformation, which can be challenging
to identify (Goldstein et al., 2023). Nevertheless,
LGAIMs can not only be utilized to generate harmful
and potentially fake content but also to detect dis-
information. Several endeavors are made to fight
mis-and disinformation by developing advanced AI
models for facilitating its detection. Within the me-
dia landscape, AI is progressively employed to per-
form content verification tasks to detect disinforma-

1Laying down Harmonised Rules on Artificial Intelli-
gence (AI Act), 15.01.2024.

2Strengthened Code of Practice on Disinformation,
15.01.2024.

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52021PC0206
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52021PC0206
https://digital-strategy.ec.europa.eu/en/policies/code-practice-disinformation
https://digital-strategy.ec.europa.eu/en/policies/code-practice-disinformation
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tion. Several research and development projects,
such as AI4Media, vera.ai, and news-polygraph
face similar questions in the interdisciplinary con-
sortium including partners from research, industry
and media what implications existing regulations
enforce on the outcome of the projects. Hereby,
the question arises of how LGAIMs can be used for
this specific use case by complying with the new
obligations outlined in the AI Act and Digital Ser-
vices Act (DSA) in using AI systems for combating
disinformation. Given the considerable challenges
AI-generated disinformation poses, the legal land-
scape is evolving to address these complex issues.
As AI technologies become increasingly capable of
generating persuasive and realistic disinformation,
the need for a robust legal framework to mitigate
the risks and protect public discourse becomes
paramount. Similarly, for the use of LGAIMs, the
legal regulations become more pronounced and
need to be considered when using AI-based tools
for dis- and misinformation detection.

2.1. AI Act
Before delving into the legal implications, an intro-
duction to the AI Act and its foundational concepts
is provided. The EU is actively pursuing a broad
regulatory effort, the AI Act, designed to create a
thorough regulatory framework for AI governance.
The European Parliament has endorsed new regu-
lations that focus on enhancing transparency and
risk management in creating AI systems across
the EU, prioritizing a human-centric and ethical ap-
proach. The AI Act encompasses AI applications
within both the public and private sectors, targeting
systems either sold in the EU market or impacting
EU citizens. Its central aim is to provide AI develop-
ers, deployers, and users with detailed guidance by
outlining requirements and obligations for various
AI system applications. Hereby, the adoption of a
risk-based approach has been driven by thorough
consultations with essential stakeholders, notably
the High-Level Expert Group on AI. The risk-based
approach balances recognizing AI’s inherent bene-
fits and potentials against acknowledging possible
dangers and risks from novel AI applications and
systems. The regulation adopts an inclusive defini-
tion of AI in Article 3, covering general AI systems
influencing decision-making and opinions by provid-
ing content, predictions, recommendations, or deci-
sions. This definition covers a variety of methodolo-
gies, including machine learning techniques (such
as supervised, unsupervised, reinforcement, and
deep learning), logic- and knowledge-based ap-
proaches (including inductive logic programming,
knowledge representation, and deductive engines),
as well as statistical methods like Bayesian estima-
tion and search optimization. Within the framework
of the AI Act, a risk-based classification outlines four

distinct categories of risks concerning AI systems,
with particular emphasis on delineating between
high-risk and limited risk categories. (1) Unac-
ceptable risk: This category includes AI systems
that pose clear threats to the safety, fundamental
rights, and well-being of individuals. Examples en-
compass state-run social scoring mechanisms and
unsafe voice-activated toys explicitly banned from
the European market. (2) High risk: AI systems
necessary to sectors important to human health
and safety, such as infrastructure, education, safety
components, law enforcement, and public adminis-
tration, are classified here. Compliance with strin-
gent requirements, as specified in Chapters 2 and
3 of the AI Act (eu, 2021), is mandatory before
these systems can be introduced to the EU market.
These requirements cover using high-quality data
sets, risk management systems, transparency, ac-
curacy, security and robustness measures, user
guidance, human oversight, and conformity evalua-
tions. (3) Limited risk: This classification applies
to AI applications that necessitate transparency to
ensure user interactions with AI are intelligible. It
primarily mandates that users be adequately in-
formed when they are interacting with AI systems
or AI-generated content, including audio and video
manipulations (e.g., deepfakes). (4) Minimal risk:
AI systems that are supposed to pose a minor risk
to humans, such as those used in video games,
email spam filters, and certain consumer applica-
tions, fall under this category. For these, the Act
defines no additional specific regulatory obligations.
In light of technological advancements, regulatory
bodies have incorporated a provision mandating
the continuous evaluation of AI systems’ risk clas-
sifications. The EU is instructed to consider the
"intended purpose of the AI system" during the risk
classification process of AI technologies (eu, 2021).
This provision underscores the critical issue stem-
ming from the potential of AI systems to bypass or
dodge the Act’s protective measures. This problem
is attributed to the complex interplay among the de-
velopers and deployers providing AI systems and
the distinct purpose(s) these systems are designed
to fulfill (Gutierrez et al., 2022).

2.2. DSA
When discussing regulatory frameworks concern-
ing mis-and disinformation detection, it is also im-
portant to consider the DSA. Like almost all new
technologies, generative models can be employed
for positive uses (such as creating birthday cards)
or negative ones (such as starting a shitstorm on
social media platforms) (Brundage et al., 2018).
Specifically, the developers of ChatGPT foresaw
the possibility of misuse and trained an in-house
AI moderator to detect harmful content, albeit with
contentious assistance from contractors in Kenya

https://www.ai4media.eu/
https://www.veraai.eu/home
https://news-polygraph.com/
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(Perrigo, 2023). Nonetheless, individuals deter-
mined to use ChatGPT and similar LGAIMs, such
as Mixtral and Llama 2, to create deceptive or harm-
ful content will discover methods to elicit such re-
sponses. Prompt engineering is evolving into a
sophisticated technique for extracting any type of
content from LGAIMs, and detecting disinforma-
tion becomes more and more challenging despite
ongoing industry initiatives to enhance the trans-
parency of models and sources (Deiseroth et al.,
2023). In response to the rising challenge of fake
news and hateful content, the EU has recently im-
plemented the DSA. However, when the DSA was
crafted, LGAIMs were not the center of public dis-
course. Therefore, the DSA aimed to address il-
legal content on social networks, which was pre-
dominantly generated by human users or the occa-
sional automated X (Twitter) account, rather than
tackling the challenges posed by LGAIMs. The
DSA appears to be outdated as soon as it was
implemented due to two significant limitations in
its scope. Firstly, it is applicable only to what is
termed intermediary services (as per Articles 2(1)
and (2) of the DSA). Article 3(g) of the DSA cat-
egorizes these as "mere conduits" (like Internet
service providers), "caching," or "hosting" services
(such as social media platforms, also referred to
in Recital 28 of the DSA). However, it is arguable
that LGAIMs do not fit into any of these categories.
They differ distinctly from mere conduit or caching
services that facilitate internet connections. On the
other hand, hosting services are described as en-
tities that store information provided by and at the
request of a user (Article 3(g)(iii) DSA). In contrast
to traditional social media setups, in the context of
LGAIMs, it is the AI model, not the user, that gener-
ates the content (Hacker et al., 2023). Therefore,
the scope of the DSA mechanisms remains appli-
cable only to the sharing of content generated by
LGAIMs on conventional social networks. Mis- and
disinformation can also be disseminated effectively
and broadly through direct personal communication.
Despite the EU legislator’s decision to leave closed
groups outside the DSA’s ambit, this decision ne-
cessitates reconsideration in light of the accessibil-
ity of LGAIM-generated outputs, which amplify the
associated risks. Even the strictest enforcement
of DSA regulations, possibly in conjunction with
the General Data Protection Regulation (GDPR)
mandates for data deletion (Articles 17(2) and 19
GDPR), is insufficient to reverse the damage or
often prevent the ongoing spread of problematic
content. Despite commendable attempts through
the DSA to tackle the spread of disinformation and
hate speech, the current EU legislation is inade-
quate in fully addressing the negative implications
of LGAIMs. Thus, a selective expansion of the DSA
to LGAIMs is necessary to make them useful for

disinformation detection.

3. Risk Assessment of
Disinformation Detection

As LGAIMs become more advanced and are
also applied for disinformation detection, the risk
categorization of LGAIMs needs to be clarified.
Given the sensitive nature of disinformation, which
frequently entails determinations regarding the
flagging, removal, or blocking of information,
there exists a potential for infringement upon
freedom of expression. Consequently, the de-
ployment and subsequent actions derived from
AI systems’ classification or prediction outcomes
can be classified under the high-risk or limited
risk category, depending on the concrete usage
scenario. First, within the AI Act, LGAIMs are
defined as General-Purpose AI Systems (GPAIS)
designed by the provider to execute universally
applicable tasks such as image and speech
recognition, generating audio and video, detecting
patterns, answering questions, translating, among
others; a general-purpose AI system is capable
of being utilized across multiple contexts and
incorporated into various other AI systems (Art.
3(1b) AI Act). The late inclusion of LGAIMs in the
AI Act was a key point of the debate for the final
version of the AI Act and was mostly motivated by
the emergence and wide adoption of ChatGPT
(Hacker et al., 2023). Conceptually, the term
generality might pertain to various aspects such
as their capabilities (like language processing
versus visual comprehension or their integration
in multimodal models), the range of application
areas (such as educational or economic domains),
the wide array of tasks they can perform (like
summarization versus text completion), or the
flexibility in the types of outputs they can generate
(such as producing images in black and white
or in full color) (Gutierrez et al., 2022). General
Purpose AI Systems (GPAIS) fall under high-risk
obligations (such as Articles 8 to 15 of the AI Act)
if they can be employed as high-risk systems or
as parts of such systems (as per Article 4b(1)(1)
and 4b(2) of the AI Act). Thus, unless it can be
technically guaranteed that misuse is prevented,
LGAIMs will generally be classified as high-risk
systems under the suggested regulation. Second,
even if we would not use GPAIS for disinformation
detection, one can easily argue that these systems,
through content moderation, impact fundamental
rights, in particular freedom of expression and
information. As defined in Recital 28a of the AI Act,
this is a strong argument for classifying them as
high-risk. Third, Annex III lists application areas
where systems are classified as high-risk per se.
This includes, according to Article 8 (aa):
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AI systems intended to be used for influ-
encing the outcome of an election or ref-
erendum or the voting behavior of natural
persons in the exercise of their vote in
elections or referenda.

It can, in our view, easily be argued that the de-
tection and potential deletion of disinformation can
influence the outcome of elections (in a positive
way, we hope). If now AI systems in the domain of
disinformation fall under high-risk, this necessitates
their compliance with high-risk obligations, specifi-
cally data governance, the creation of an extensive
risk management system, transparency obligations,
and human oversight as specified by Chapter 2 of
the AI Act.

For example, Article 10 on data governance de-
mands that:

(3) Training, validation, and testing
datasets shall be relevant, sufficiently rep-
resentative, and to the best extent possi-
ble, free of errors and complete in view of
the intended purpose.

This means that only such GPAIS can be used
where the respective data has been documented,
which is currently not the case for most commercial
models. Moreover, when applied to such open
domains as misinformation detection, it is by no
means clear what the demand "free of errors and
complete" could mean and how this can be proven.

Another obligation of high-risk AI systems in Arti-
cle 9 on risk management demands that:

(2) The risk management system shall
be understood as a continuous iterative
process planned and run throughout the
entire lifecycle of a high-risk AI system,
requiring regular, systematic review and
updating.

This means that parallel to the disinformation
detection process, a monitoring process needs to
be installed and maintained to ensure, e.g., the:

(a) identification and analysis of the known
and reasonably foreseeable risks that the
high-risk AI system can pose to the health,
safety, or fundamental rights when the
high-risk AI system is used in accordance
with its intended purpose.

As discussed above, in the target domain, this
could mean constantly checking if the system does
not hinder the freedom of expression. As the re-
quirement mentions the entire lifecycle, it might
even include the phase of research (that is usu-
ally excluded, see below), which would mean that

research and development projects would need
additional resources and probably also interdisci-
plinary cooperation to ensure that at any time, there
is a well-defined "intended purpose" and a process
to come up with "reasonably foreseeable risks".

4. Implications of Regulatory
Frameworks

In the following, the implications of mainly the AI
Act and the DSA will be analyzed in more detail
for the misinformation use case. Within the news-
polygraph, several partners from research, industry,
and media are concerned with different challenges
concerning legal obligations. Thus, the legal impli-
cations will be described from three different per-
spectives, namely the (1) research perspective, (2)
the (provider and) deployer perspective, and (3) the
user perspective. Notably, the observations below
are not to be understood as a legal exegesis but
as an attempt to assess the consequences of the
AI Act in the domain of disinformation.

4.1. Research Perspective
The impact of the AI Act on research remains very
limited. AI systems and models developed and
used solely for scientific research and development
purposes are explicitly excluded from the scope of
the Act. This exemption acknowledges the distinct
nature of research activities from commercial or
operational AI applications (Haataja and Bryson,
2022). Moreover, the Act clarifies that AI systems
used in the context of product-oriented research,
testing, and development activities are not subject
to its requirements prior to being placed on the
market or put into service. This exclusion aims
to encourage exploratory research and innovation
without imposing premature regulatory burdens.
However, researchers still have to consider ethi-
cal principles such as human agency, technical
robustness, privacy, transparency, diversity, soci-
etal well-being, and accountability. However, they
are non-binding and serve as a foundational guide
for responsible AI development. Researchers are
encouraged to consider these ethical principles in
their work, aligning research practices with values
that promote trustworthiness and human-centric AI
(Helberger and Diakopoulos, 2023b). For research
and development activities, this approach under-
scores the importance of assessing and mitigating
potential risks associated with AI systems at an
early stage. As research does not take place in
the void, researchers developing AI systems that
may (later) be classified as high-risk are encour-
aged to incorporate risk assessment and manage-
ment practices into their development processes.
Within research and development projects such

https://news-polygraph.com/
https://news-polygraph.com/
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as news-polygraph, it is meaningful and rational
to consider the risk assessment and compliance
with the respective obligations from an early point
in time to design potential resulting products in ac-
cordance with the AI Act obligations. Additionally,
purely research-based LLMs and LGAIMs are ex-
empt from most regulations and can be developed
in so-called regulatory sandboxes. However, the AI
Act aims to foster ethical considerations and priori-
tize transparency and the mitigation of biases also
in regulatory sandboxes (Helberger and Diakopou-
los, 2023b). Thus, researchers remain merely un-
affected by the AI Act as long as the LGAIMs and
LLMs are not put into application and commercial
use. Moreover, Researchers and stakeholders are
encouraged to engage in activities that promote AI
literacy, ensuring that AI technologies are acces-
sible and understandable to a broader audience.
This initiative aims to build public trust in AI tech-
nologies and foster an informed dialogue about AI’s
role in society.

4.2. Deployer Perspective
The deployer perspective from a commercial view-
point is distinct from research. Using fine-tuned
LGAIMs as a deployer within the EU for use cases,
such as disinformation detection, has three main
consequences resulting from the fact that these
LGAIMs fall under the high-risk category (Hacker
et al., 2023). First, deployers will only be able to
use LGAIMs from providers who themselves ad-
here to the obligations for high-risk applications
demanded by the AI-Act if they do not develop the
LGAIMs themselves. The specific obligations for
providers include comprehensive management for
quality assurance and system performance and,
as a pre-condition, an assessment of conformity
and CE-Marking. While the legislation intends the
step towards conformity and establishing standards,
the distinction between provider and deployer may
raise questions in practice, particularly in the case
of Open-Source LLMs. Second, deployers must
follow a comprehensive list of obligations. This in-
cludes the establishment of a risk management sys-
tem, transparency obligations, need to be in place,
indicating that developers and deployers need to
build up an in-depth understanding of potentially
risky outputs of LGAIMs and their intended use
cases. The question of which training data can be
lawfully used cannot be answered by the AI Act
alone, as additional regulations such as the Data
Act and the GDPR need to be considered in decid-
ing the lawful handling of data. This is especially
difficult when using LGAIMs from providers where
only limited information about the training data is
available. The obligations for high-risk AI systems
demand representative, complete, and error-free
datasets on which the AI systems are trained on.

These criteria are very hard to meet, as no con-
crete metrics or measures are provided in guiding
the assessment of datasets. The assumption that
AI systems operate accurately, family and without
bias when the aforementioned conditions of the
dataset are met is misleading, as also model bi-
ases can occur not inherent in the training data.
Moreover, the requirements of representative and
bias-free datasets can be contradicting. When a
representative sample is drawn, e.g., about the so-
cial media posts of nurses, there might be a clear
gender bias towards female nurses. In such cases,
it remains very opaque if representative or bias-free
datasets are more important. One of the central
obligations following form the high-risk categoriza-
tion is AI systems’ transparency and human over-
sight. Hereby, emerging research in the realm of
eXplainable AI (XAI) has demonstrated its capac-
ity to clarify the opaque black box aspects of AI
algorithms, enhancing the comprehensibility of AI-
driven classifications or outputs (Longo et al., 2023;
Speith and Langer, 2023). XAI features not only
facilitate the understanding of LGAIMs outputs but
also the human oversight of such systems for the
disinformation detection use case. However, the
concrete interpretation of what meaningful explana-
tions allow for transparency and effective human
oversight in specific use cases heavily depends on
the background of the users (Schmitt et al., 2024).
For companies developing high-risk AI systems, it
remains challenging to adopt the obligations to con-
crete technical measures and metrics as only very
limited guidance is given. Additionally, providers of
GPAIs with a dual-use character, for example, in
the domain of media intelligence, are specifically
affected by the regulations as their applications
could also be classified as high-risk applications.
Here, one business application is the detection of
company-related dis- or misinformation with the
use of LGAIM-based applications. Such applica-
tions may, among others, assist in detecting AI-
generated content or tracking the diffusion of dis-
information. As the detection of company-based
disinformation is a subset, disinformation detection
providers may attempt to limit the scope of their
applications towards company-related disinforma-
tion detection in order to circumvent the obligations
for high-risk applications. Nevertheless, compa-
nies failing to comply with the obligations outlined
for the respective risk category may result in high
fines, which can reach up to 35 million € or 7% of
the company’s worldwide annual turnover. Thus,
companies, also within research and development
projects, need to undergo the risk assessment of
applications developed in such frameworks from
an early stage to be aligned with the obligations
outlined in the AI Act when products are put on the
market.

https://news-polygraph.com/
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4.3. User Perspective
From a media organization’s perspective, the
spread of mis- and disinformation is a significant
challenge, and it is expected to become even more
so in the coming years, particularly when dealing
with synthetic and altered media content. However,
LGAIMs are not only potential sources of spreading
mis- and disinformation but can also assist journal-
ists in uncovering such content. As reported in a
white paper by the EU-funded project AI4media,
AI technologies are regarded as highly valuable by
most fact-checking and verification specialists (AI4,
2022). The debate over whether LGAIMs in the
media should be classified as high-risk and sub-
jected to the strictest regulatory measures is closely
linked with ongoing discussions about the influence
of algorithm-driven platforms and, more broadly,
the effects of AI utilization in media on fundamental
rights like freedom of speech and privacy rights. As
fundamental rights might be affected when using
LGAIMs to detect disinformation and harmful con-
tent, LGAIMs can be categorized as high-risk AI sys-
tems and need to follow the respective obligations
(Helberger and Diakopoulos, 2023b). Therefore,
among others, effective human oversight, trans-
parency obligations, and a risk management sys-
tem need to be ensured when applying LGAIMs
for mis- and disinformation detection. When us-
ing LGAIMs for disinformation detection, the next
regulatory framework relevant to their application
from a user’s perspective is the Digital Services Act
(DSA). The user perspective is relevant to consider
to gain a more in-depth understanding of the impli-
cations of the AI Act on advanced transparency and
human oversight of AI systems used for mis-and
disinformation detection. While some use cases
for applying LGAIMs in the journalistic verification
process may be obvious, others may appear less
relevant at first glance. Overall, LGAIMs and AI
systems can be used differently in the journalistic
context, which is also partially covered by tools de-
veloped within the news-polygraph research and
development project.

LGAIMs-driven tools are widely accepted in the
field of Human Language Technologies. These
tools, such as plainX3 allow for the transcription
and translation of video and audio content. While
these technologies are not primarily designed to
detect mis- and disinformation, they are undoubt-
edly useful for journalists to learn what content in
a foreign language is about and whether it is the
same as it claims to be about. Videos that inten-
tionally mistranslate the original foreign language
speech through incorrect voiceovers or subtitles are
often used for entertainment purposes. There are

3https://www.plainx.com/, last accessed
03.04.2024.

tools available, such as the Caption Generator, that
enable users to create content with fictional subti-
tles for popular videos, such as ’Dimitri Reacts’4.
However, there are also many examples of critical
videos with fake subtitles. For example, Full Fact
reported on several videos addressing the ongoing
conflict in Israel and the Gaza Strip. One social
media video suggests that a Palestinian woman
said in Arabic, ’We are prisoners of Hamas,’ which
is a deliberately incorrect translation5. Other videos
wrongfully claim to show North Korean leader Kim
Jong Un making a speech about the Israel-Gaza
conflict or Putin and Erdogan warning America over
its support for Israel6. These examples show that
even AI tools used for translation can result in harm-
ful outputs when AI system predictions are wrong.
Wrong translations can result in misinterpretation
of the meaning. This can lead to the blocking
of such information or printing it as truthful con-
tent when no expert-level language knowledge is
available to prove the AI-generated translations.
However, such AI systems apply rather to the cat-
egory of limited risks and need to comply with mi-
nor transparency obligations. Additionally, differ-
ent AI tools are already used to support journalists
in their fact-checking tasks. The InVid WeVerify7

Chrome plugin provides an advanced forensic tool-
box for image verification suspected of being ma-
nipulated. Moreover, approaches such as Retrieval-
Augmented Generation (RAG) can be used to in-
tegrate external knowledge sources for knowledge
enrichment for certain fact-checking tasks. For
example, the Database of Known Fakes (DBFK)8

provides a useful integration of external knowledge
in multiple languages relevant for checking context
information about a specific claim or entity. When
using such tools, transparency is highly important
to journalists as they need to understand the rea-
soning behind a specific AI model output for content
verification. Thus, independent of the risk category,
journalists require sufficient and meaningful trans-
parency to rely on the AI model output. As most of
the AI tools applied in the fact-checking and content-
verification process apply to the high-risk category,
they must integrate transparency measures and
effective human oversight. Previous research has

4https://www.captiongenerator.com/
make-a-dimitri-finds-out-video, last ac-
cessed 03.04.2024.

5https://fullfact.org/online/
fake-subtitles-video-palestinian-woman/,
last accessed 03.04.2024.

6https://fullfact.org/online/
fake-kim-jong-un-north-korea-israel-gaza/,
last accessed 03.04.2024.

7https://weverify.eu/
8https://shorturl.at/kBDHL, last accessed

03.04.2024.
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shown that natural language explanations can be
easily perceived by humans but also create false
trust in the AI system when the predictions or clas-
sifications are wrong (Schmitt et al., 2024). There-
fore, the high-risk obligations model’s faithfulness
and robustness are highly important for sensitive
tasks such as content verification. Moreover, mean-
ingful explanations heavily depend on the users’
prior knowledge and background. Therefore, ex-
planations need to be incorporated to provide ex-
planations on different levels of abstractions that
users with varying degrees of expert knowledge
can comprehend. From a user’s perspective, the
obligations defined in the AI Act are very benefi-
cial if implemented adequately. The transparency
measures, explanations given, and modes of col-
laboration for ensuring human oversight need to
be designed carefully to allow for the effective inte-
gration of human knowledge and human oversight,
especially in domains where human rights might
be affected.

When combining the three perspectives for the
news-polygraph research and development project,
the research institutes involved in the project need
to consider the obligations defined for high-risk
AI systems to prepare the tools for the deployer
partners adequately. The deployer partners have
to establish adequate procedures for risk assess-
ment (also continuously), data governance struc-
ture, technical documentation, accuracy, robust-
ness, and security measures. In collaboration with
the user partners, the research and industry part-
ners must develop sufficient means of transparency
and meaningful explanations to allow for meaning-
ful collaboration between journalists and AI sys-
tems for an overall improved performance on the
content verification task.

5. Critique

When analyzing the different obligations within the
AI Act, such as transparency, complete and repre-
sentative datasets for model training, accountability,
and fairness, the concrete implications of specific
use cases remain opaque, as does a clear defi-
nition of process steps such as "research" versus
"entire lifecycle of a high-risk AI system", which
are subject to very different regulatory measures.
Some guidance is given on the risk assessment
of AI systems conducted by providers and deploy-
ers by themselves, but there is still room for inter-
preting the risk categorization depending on the
provider’s/deployers’ needs. Due to the compre-
hensive list of obligations defined in the high-risk
category, it can be assumed that deployers will
avoid categorizing their AI systems as high-risk AI
systems. Deployers need to be fully aware of the
consequences the choice of LGAIMs as a technol-

ogy for production, for example, in media intelli-
gence applications, may entail even if the contri-
bution of the LGAIM to the overall functionality is
limited, e.g., if the LGAIM is only used for a final
language checking of other system’s output in a hy-
brid setting. They need to carefully select providers
of LGAIM based on an assessment of eligible cer-
tification and existing quality assurance practices,
as the failure to do so could result in massive fines
of up to 7% of the annual turnover. As the AI Act
requires a constant exchange between deployers
and developers of LGAIMs, deployers should as-
sign clear responsibilities for these tasks to their
respective managers. While LGAIM-based appli-
cations provide various opportunities for improved
services to uncover company-based disinformation,
the deployment will come at the cost of adhering
to the regulations imposed by the AI Act. Deploy-
ers may find themselves in a situation where they
want to contribute as part of their Corporate Social
Responsibility campaign an ad-hoc report about
the spread of disinformation in light of an upcom-
ing election and may choose to produce this report
without the use of LGAIMs in order to circumvent
the regulations imposed by the AI Act or disregard
such reports at all. In light of the early stage of
implication, deployers will need to follow the de-
velopments around the implementation of the AI
Act and the legal interpretation made for weakly
specified terms in the AI Act across Europe closely,
for example, in court rulings or administrative reg-
ulations. Moreover, as described in Section 4.3,
LGAIMs can be valuable in identifying dis- and mis-
information. Journalists require such tools, and
several are already available or in development.
However, it is crucial to explain these tools’ func-
tionalities, outcomes, and constraints. Journalists
often work under time constraints while also striv-
ing for high credibility. As a result, journalists need
to have a certain level of technical skills and AI
literacy to be able to recognize the strengths and
limitations of the tools they are using. Additionally,
journalists must be able to determine whether the
use of LGAIMs-based tools complies with the DSA,
particularly when processing sensitive data. This
may include leaked data or information containing
personal data. For example, if data requires veri-
fication, LGAIMs that use the inserted information
for training should not be applied.

The implementation of GDPR has revealed that
without clear technical guidelines and the absence
of monitoring mechanisms at both national and EU
levels, the regulation may not achieve its intended
effectiveness. Previous research (Schmitt et al.,
2023) indicates that while GDPR has enhanced
certain practices in personal data management, it
falls short of establishing precise technical criteria
for detecting non-compliance. Despite platforms,

https://news-polygraph.com/
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applications, and services declaring GDPR adher-
ence through privacy policies and consent forms,
these claims often lack verifiable technical substan-
tiation. Similarly, without verification processes to
assess compliance with the AI Act from a technical
standpoint, this regulation risks being as ineffectual
as GDPR, yielding only marginal improvements in
ethical AI system practices.

Overall, the regulations must be interpreted and
understood depending on specific use cases in
which LGAIMs are calibrated. Therefore, we rec-
ommend 1) setting minimum standards for LGAIMs
and not classifying all LGAIMs as high-risk AI sys-
tems, 2) defining high-risk rules specific for LGAIMs
employed and used in high-risk scenarios, and 3)
establishing standards of adequate transparency,
human oversight, and risk management to comply
with the rules outlined in the AI Act.

6. Conclusion

In conclusion, the deployment and utilization of
GLAIMs for disinformation detection within the com-
plex landscape of the forthcoming AI Act and DSA
offer both significant opportunities and difficult chal-
lenges. The paper has examined the multifaceted
implications of the AI Act, highlighting the nuanced
obligations these frameworks impose on research,
deployer, and user perspectives in the context of
mis- and disinformation detection. Central to the
discourse is recognizing LGAIMs as potentially
high-risk systems when applied to disinformation
detection, necessitating rigorous compliance with a
longer list of obligations such as risk management,
(training data) transparency, and human oversight.
This designation underscores the critical need for
deployers and developers to ensure that LGAIMs
are not only effective in detecting and mitigating
disinformation but also aligned with ethical stan-
dards and legal requirements aimed at safeguard-
ing public discourse and protecting fundamental
rights. Moreover, we highlight the challenges and
ambiguities in interpreting the AI Act’s provisions,
offering clear standards and guidelines that facili-
tate the responsible use of LGAIMs in combating
disinformation. Time will tell to what extent the
issues we consider will remain in the implemen-
tation of the AI Act. In summary, this paper pro-
vides a targeted analysis of the legal and ethical
landscape surrounding the use of LGAIMs for disin-
formation detection, offering insights into the com-
plexities of navigating regulatory frameworks. It un-
derscores the imperative for a collaborative effort
among stakeholders to ensure that the deployment
of LGAIMs is both effective in countering disinfor-
mation and compliant with evolving legal standards,
thereby contributing to the integrity and resilience
of information ecosystems in the digital age.
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