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Preface

Based on the success of past low-resource machine translation (MT) workshops at AMTA 2018, MT
Summit 2019, AACL-IJCNLP 2020, AMTA 2021, COLING-2022 & EACL-2023, we introduce seventh
LoResMT workshop at ACL 2024 (https://2024.aclweb.org/). In the past few years, machine translation
(MT) performance has improved significantly. With the development of new techniques such as mul-
tilingual translation and transfer learning, the use of MT is no longer a privilege for users of popular
languages. However, the goal of expanding MT coverage to more diverse languages is hindered by the
fact that MT methods require large amounts of data to train quality systems. This has made developing
MT systems for low-resource languages challenging. Therefore, the need for developing comparable
MT systems with relatively small datasets remains highly desirable.

Despite the advancements in MT technologies, creating an MT system for a new language or enhancing
an existing one still requires a significant amount of effort to gather the necessary resources. The data-
intensive nature of neural machine translation (NMT) approaches necessitates parallel and monolingual
corpora in various domains, which are always in high demand. Developing MT systems also require
dependable evaluation benchmarks and test sets. Furthermore, MT systems rely on numerous natural
language processing (NLP) tools to pre-process human-generated texts into the required input format
and post-process MT output into the appropriate textual forms in the target language. These tools in-
clude word tokenizers/de-tokenizers, word segmenters, and morphological analyzers, among others. The
quality of these tools significantly impacts the translation output, yet there is a limited discourse on their
methods, their role in training different MT systems, and their support coverage in different languages.

LoResMT is a platform that aims to facilitate discussions among researchers who are working on ma-
chine translation (MT) systems and methods for low-resource, under-represented, ethnic, and endangered
languages. The goal of the platform is to address the challenges associated with the development of MT
systems for languages that have limited resources or are at risk of being lost.

This year, LoResMT received research papers covering many languages spoken worldwide. The work-
shop received many papers on large language model (LLM) methods for MT. The acceptance rate of
LoResMT this year is 51.28%. Aside from the research papers, LoResMT also featured two invited
talks. These talks allowed participants to hear from experts in the field of MT and learn about the latest
developments and challenges in MT for low-resource languages.

The program committee members play a crucial role in ensuring the success of the workshop. They
review the submissions and provide constructive feedback to help the authors refine their papers and
ensure they meet the set standards. Without their dedication, expertise, and hard work, the workshop
would not be possible. The authors who submitted their work to LoResMT are also an integral part of
the workshop’s success. Their research and contributions offer new insights into the field of machine
translation for low-resource languages, and their participation enriches the discussions and fosters col-
laboration. We are sincerely grateful to both the program committee members and the authors for their
invaluable contributions and for making LoResMT a success.

Kat, Valentin, Nathaniel, Atul, Chao
(On behalf of the LoResMT chairs)
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Keynote Talk: Hyperparameter Optimization for
Low-Resource Machine Translation

Kevin Duh
Johns Hopkins University, USA

Abstract: Neural Machine Translation models are full of hyperparameters. To obtain a good model,
one must carefully experiment with hyperparameters such as the number of layers, the number of hid-
den nodes, the type of non-linearity, the learning rate, and the drop-out parameter, just to name a few.
I will discuss general hyperparameter optimization algorithms—including those based on evolutionary
strategies, Bayesian techniques, and bandit learning–that can automate this laborious process. Further,
I will argue that hyperparameter optimization is especially valuable for low-resource settings, where
commonly-used hyperparameters are often suboptimal and small data sizes afford larger search spaces.
Finally, I will discuss benchmarks and datasets for evaluating hyperparameter optimization algorithms
in practice.

Bio: Kevin Duh is a senior research scientist at the Johns Hopkins University Human Language Technol-
ogy Center of Excellence (JHU HLTCOE). He is also an assistant research professor in the Department
of Computer Science and a member of the Center for Language and Speech Processing (CLSP). His
research interests lie at the intersection of Natural Language Processing and Machine Learning, in par-
ticular on areas relating to machine translation, semantics, and deep learning. Previously, he was assistant
professor at the Nara Institute of Science and Technology (2012-2015) and research associate at NTT
CS Labs (2009-2012). He received his B.S. in 2003 from Rice University, and PhD in 2009 from the
University of Washington, both in Electrical Engineering.
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Keynote Talk: TBD
Loïc Barrault

Meta AI

Abstract: TBD

Bio: Loïc Barrault (M) is a Research Scientist at Meta AI. Previously, he was an Associate Professor at
LIUM, University of Le Mans. He obtained his PhD at the University of Avignon in 2008 in the field of
automatic speech recognition. Then he did 2 years as researcher and 9 years as Associate Professor at
LIUM, Le Mans Université followed by 2 years as Senior Lecturer in the NLP group of the University
of Sheffield. Loïc Barrault participated in many international projects, namely EuroMatrix+, MateCAT,
DARPA BOLT, and national projects, namely ANR Cosmat, “Projet d’Investissement d’Avenir” PACTE
and a large industrial project PEA TRAD. He coordinated the EU ChistERA M2CR project and is cur-
rently actively involved in the ChistERA ALLIES project and the French ANR ON-TRAC project. His
research work focuses on statistical and neural machine translation, by including linguistics aspects (fac-
tored neural machine translation), by considering multiple modalities (multimodal neural machine trans-
lation) and by designing lifelong learning methods for MT. He is one of the organisers of the Multimodal
Machine Translation shared task at WMT.
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