
Proceedings of the The Seventh Workshop on Technologies for Machine Translation of Low-Resource Languages (LoResMT 2024), pages 121–127
August 15, 2024 ©2024 Association for Computational Linguistics

Machine Translation Through Cultural Texts: Can Verses and Prose Help
Low-Resource Indigenous Models?

Antoine Cadotte
Université du Québec à Montréal

antoine.cadotte@courrier.uqam.ca

Nathalie André
École Kanatamat, Matimekush-Lac John
nathalie.andre@ecolekanatamat.ca

Fatiha Sadat
Université du Québec à Montréal

sadat.fatiha@uqam.ca

Abstract

We propose the first MT models for Innu-
Aimun, an Indigenous language in Eastern
Canada, in an effort to provide assistance tools
for translation and language learning. This
project is carried out in collaboration with an
Innu community school and involves the partic-
ipation of other participants, within the frame-
work of a meaningful consideration of Indige-
nous perspectives. Our contributions in this
paper result from the three initial stages of this
project. First, we aim to align bilingual Innu-
Aimun/French texts with collaboration and par-
ticipation of Innu-Aimun locutors. Second, we
present the training and evaluation results of the
MT models (both statistical and neural) based
on these aligned corpora. And third, we col-
laboratively analyze some of the translations
resulting from the MT models. We also see
these developments for Innu-Aimun as a useful
case study for answering a larger question: in a
context where few aligned bilingual sentences
are available for an Indigenous language, can
cultural texts such as literature and poetry be
used in the development of MT models?

1 Introduction

Innu-Aimun, formerly known as Montagnais (ISO
code moe,1 Glottolog mont1268)2, is the language
of the Innu, an Indigenous people present in the
Quebec and Labrador provinces of Canada. It is a
polysynthetic language, member of the Algonquian
language family and part of the Cree-Innu-Naskapi
dialect continuum (Drapeau, 2014b).

According to the latest Statistics Canada cen-
sus (2021), an estimated 11,605 locutors speak
Innu-Aimun, when including the related Naskapi
language.3 This figure has seen a negative vari-
ation compared to the previous census (2016), 4

1ISO 639-3 - moe
2Glottolog - mont1268
3Statistics Canada: Indigenous languages in Canada, 2021
4Indigenous languages across Canada

and UNESCO considers Innu-Aimun to be endan-
gered/unsafe.5 This echoes other assessments made
by language specialists (Baraby et al., 2017; Dra-
peau, 2014a, 2011).

A lack of available services in Innu-Aimun has
been documented, with insufficient availability of
professional translators and interpreters, for Innu-
Aimun and for all Indigenous languages in Que-
bec.6 In a revitalisation effort, a new professional
Innu-Aimun translation and interpretation program
is being offered.7 In this context and with the aim
of helping Innu-Aimun translators as well as lan-
guage learners and users in general, we are taking
the first steps to develop a Machine Translation
(MT) system for the Innu-Aimun language and
French language pair. This project is carried out in
collaboration with the Innu-Aimun teaching staff
of Innu community school École Kanatamat. The
project also involves the participation of students
in Innu-Aimun translation and interpretation from
the new college program at Cégep de Sept îles.

Innu-Aimun being originally an oral language,
the Innu have a rich tradition of oral storytelling but
also, since more recently, an ever growing written,
literature, including novels and poetry (St-Gelais,
2022). It is for the most part written in French,
with some publications in bilingual Innu-Aimun
and French editions. Although working with liter-
ary and poetic data presents big challenges, such
as artistic and figurative translations or particular
writing styles, we take these constraints as an op-
portunity to answer the following questions: Can
these types of texts have a positive impact on the
results of Machine Translation models for Innu-
Aimun and French languages?

Innu-Aimun, as is generally the case with In-
digenous language in Canada, is not covered by

5UNESCO World Atlas of Languages - Montagnais
6Final report of the Viens Commission (in French)
7Innu-Aimun Interpretation and Translation program at

Cégep de Sept-Îles (in French)
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currently available MT systems. It is also under-
represented—if not absent—of Large Language
Models (LLM) which are increasingly used as
translation tools. In the face of recent question-
ing on the cultural sensitivity and awareness of
general NMT models and LLMs, we propose a
more culturally-aware approach, based on cultural
texts and involving collaboration and participation
of Innu-Aimun locutors.

Our paper is structured as follows. We present a
brief state-of-the-art related to our topic in Section
2 and our proposed methodology for the present
study in Section 3. Section 4 presents results from
the first MT models as well as qualitative observa-
tions and analyses. Section 5 concludes this paper.

2 Related Works

The existing language technologies for Innu-
Aimun today are mainly online language tools,
such as a bilingual dictionary, a verb conjugation
application and learning games (Junker et al., 2016).
Similar tools exist for the neighboring language of
Eastern Cree.8 Other important building blocks,
such as morphological models, have been devel-
oped for related languages among which Plains
Cree is notable (Arppe et al., 2016). A word seg-
mentation tool based on deep learning has also been
proposed for Innu-Aimun (Tan Le et al., 2022).

The only Indigenous language for which MT
currently exists in Canada is Inuktitut. The devel-
opment of MT for Inuktitut was made possible by
the availability of the Nunavut Hansard Corpus,
constructed from the bilingual Inuktitut-English
debates of the Legislative Assembly (Joanis et al.,
2020). This availability of data also made it possi-
ble to improve word segmentation (Le and Sadat,
2020) and the study of gender biases in the bilin-
gual corpus (Hansal et al., 2022; Le et al., 2023).

As several computational linguists have noted
(notably Bird (2020)), it is primordial, when work-
ing on Indigenous language technology or resource
development, to adopt a community-based and col-
laborative approach, to avoid repeating colonial
research patterns. An exemplary participatory ap-
proach to Neural Machine Translation (NMT) was
demonstrated in the Masakhane Project for African
languages (Nekoto et al., 2020). Closer to Indige-
nous languages in Canada, Bontogon (2016) has
taken the necessary but often overlooked step of

8An example is the bilingual East Cree dictionary

human evaluation of the Indigenous language learn-
ing tool, in this case including by native speakers.

In addition to research approaches, closer atten-
tion has also been brought to the cultural aware-
ness in machine translation tools themselves, espe-
cially with the recent advent and ubiquity of Large
Language Models (LLM). For example, Yao et al.
(2024) have underlined the limits of NMT models
and LLMs when it comes to translating sentences
with cultural content and proposed a data curation
pipeline and an evaluation metric to better address
this issue. Masoud et al. (2024) have benchmarked
the performance of several state-of-the-art LLMs
on cultural differences, using three of the largest
and most represented cultural groups (American,
Chinese, and Arab) and have noticed significant
challenges even at this level of representation.

3 Proposed Methodology

3.1 Creation of Innu-Aimun/French
alignments with collaboration and
participation of Innu-Aimun locutors

Two main reference aligned corpora are used for
evaluation as part of this comparative study, based
on three bilingual Innu-Aimun and French texts.
The first corpus, denonated as kapesh is based on
literary texts by Innu author An Antane Kapesh.9

These texts were manually aligned with the partic-
ipation of Innu-Aimun translation students acting
as single annotators.

The second corpus, denonated as youth, is based
on a collection of poems written by Innu youth,10

for which a sample representing 25% of the po-
ems from the original text were manually aligned,
with verses being treated as short sentences. Part
of these the manual alignments for this sample of
poems were performed by Innu-Aimun translation
students, with every poem aligned by a single an-
notator. Another part was aligned in collaboration
with the Innu-Aimun teaching staff from Kanata-
mat school. The goal was to allow immediate com-
munity benefits from the collaboration, even at the
data collection and validation stage. These took the
form of the creation of elementary-level exercises
based on the poems in Nin Auass and their align-
ments formed in collaboration with the teaching
staff.

9Eukuan nin matshi-manitu innu-ishkueu (Kapesh, 2019)
and Tanite nene etutamin nitassi? (Kapesh, 2020)

10The collection is titled Nin Auass (Bacon and Morali,
2021)
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Based on this sample of manually aligned poems,
we evaluated several automated alignment methods,
found that, for the type and quantity of text in the
youth corpus, the best alignment method was Gale
and Church (1993). Hence the remaining 75 % was
automatically aligned with this method.

Table 1: Studied corpora

Corpus Domain Nb sentences

kapesh Novel/Essay 1280
youth Youth poems 1907

Table 1 present the aforementioned bilingual cor-
pora with their domain and their total number of
sentences (before splitting).

3.2 Evaluating MT performance of aligned
texts as one corpus

The main objective of this first MT study involving
the Innu-Aimun language is to examine its feasi-
bility with the available published bilingual texts
(Innu-Aimun and French), mostly literary and po-
etic texts. Given the small amount of texts, our ap-
proach is to assess how these texts behave as a sin-
gle unified corpus. Similarly to Joanis et al. (2020),
we train/validate and test on the same resulting cor-
pus, as the data is too limited to conduct a general-
ization study (i.e. testing on an entirely different
corpus than the one used in training/validation).

We test two types of MT methods: Statisti-
cal Machine Translation (SMT), as proposed by
Koehn et al. (2003) and Neural Machine Transla-
tion (NMT). While neural methods have achieved
state of the art for many high-resourced languages,
the statistical approach requires less data and test-
ing it is particularly relevant in low-resource con-
texts such as ours. The model used for NMT is
based on the standard Transformer architecture
(Vaswani et al., 2017).

For the distribution between the training, vali-
dation and test sets, a portion equivalent to 85%
of the corpus is reserved for training, then the rest
(15%) is divided in two for validation and testing
(7.5% each). This split scheme was chosen because
of the low availability of bilingual data for training.
Datasets were cleaned and then segmented using
language-agnostic BPE (Sennrich et al., 2016) with
a vocabulary size of 16K.

Metrics used for NMT and SMT results quan-
titative evaluations are sacrebleu (Post, 2018) and
ChrF++ (Popović, 2015).

In addition to quantative evaluation, the Innu-
Aimun teaching staff from Kanatamat also con-
tributed to a series of qualitative observation and
analyses, for a small sample of translations gener-
ated by the SMT models.

4 Evaluations

4.1 Quantitative evaluations of MT Models

Tables 2 and 3 respectively present the results of
the NMT and SMT evaluations for different combi-
nations of individual corpora. The kapesh model is
trained and evaluated solely on the kapesh corpus,
the youth model is trained and evaluated solely and
the youth corpus and the kapesh+youth model is
trained and evaluated on a combination of both
corpora.

From our NMT results, we can conclude that
at this scale of data (i.e. less than four thousand
sentences), NMT performance does not seem to
be viable for any usage. The SMT results show
that, for the Innu-Aimun/French pair at this data
scale, the statistical approach to machine transla-
tion generally performs much better than the neural
approach. This hypothesis of SMT superiority over
NMT is statistically significant with p < 0.05 for
both corpora and their combinated scores. Statis-
tical significance was tested using Bootstrap Re-
sampling, proposed for MT by Koehn (2004), and
suggested by Dror et al. (2018). We used the lat-
ters’ implementation of the algorithm specified by
Berg-Kirkpatrick et al. (2012).

The overall best quantitative results are achieved
by the kapesh-only SMT model. Its scores are
much higher than the youth-only scores, but
only slightly higher than that of the combined
kapesh+youth scores.

4.2 Qualitative observations

Since the combined evaluation set include sen-
tences/verses from both corpora, it is hard to dis-
criminate impact of the combination on each of
the corpora. The following subsection examines
in detail and qualitatively a set of SMT-generated
translations, from individual and combined models,
to better understand this impact.

Those translations were collaboratively ana-
lyzed, involving computational linguistics re-
searchers and Innu-Aimun teaching staff. This also
allows to gain a more concrete and qualitative ap-
preciation of the generated translations quality.

Tables 4, 5 and 6 present example translations
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Table 2: NMT evaluations of Innu-Aimun/French corpora

Corpus moe-fr (BLEU) moe-fr (ChrF++) fr-moe (BLEU) fr-moe (ChrF++)

kapesh 0.28 13.4 0.62 13.2
youth 0.05 7.0 0.11 5.2
kapesh+youth 0.19 12.3 0.25 13.1

Table 3: SMT evaluations of Innu-Aimun/French corpora

Corpus moe-fr (BLEU) moe-fr (ChrF++) fr-moe (BLEU) fr-moe (ChrF++)

kapesh 4.41 22.7 4.16 33.6
youth 0.652 11.4 0.249 20.9
kapesh+youth 4.22 20.9 3.27 30.7

from the kapesh corpus, while tables 7, 8 and 9
present example from the youth corpus.

In table 4, the two translations seem quite far
from the reference one when we compare the words.
However, from the perspective of an Innu-Aimun
locutor, the general meaning of the translated sen-
tence from the kapesh+youth model can still be
understood. In this translation, it is rather the syn-
tax that is not good. The sentence could have been
considered a better translation without the last five
words (" à ce qu’il dit ").

In table 5, the translation of the kapesh model
is more incomplete: it is partially composed of
Innu-Aimun words. We can see in the translation
of the kapesh+youth model that the French words
“ chose ” and “ je vais ” (Kapesh, 2020) are also
used in the reference translation. However, for
the translation of the kapesh+youth model to be a
good representation of the concepts in the source
sentence, the concept of “other” should be removed
and the concept “say” should be added.

In table 6, the translation of the kapesh model is
syntactically incorrect in French. The translation
of the combined kapesh+youth model, even if it
does not represent a complete sentence, could be
considered correct except for its plural (the source
sentence is singular only).

In table 7, the youth model uses the Innu word
“ kie ” rather than the word “ et ” (Bacon and Morali,
2021): the presence of the kapesh sentences during
training allowed the model to perfect its translation,
perhaps by taking advantage of the frequency of
the word pair kie/et in this other corpus.

In table 8, we see that training on both youth and
kapesh corpora allows to generate a more complete
sentence than training on youth alone. In collabo-

ration with the Innu-Aimun teaching staff, we can
confirm that "moi je suis le loup" is a not only a
correct translation, but it is also closer to the literal
meaning that the reference translation, which is a
more figurative one.

In table 9, although the kapesh+youth model
translation gets none of the words of from the ref-
erence translation, it is a correct translation of the
source sentence. This hints that the very low BLEU
and ChrF++ scores of the youth model might not
reflect the actual quality of the translations. Ad-
ditionally, similarly to the previous example, it is
actually closer to the literal meaning of the source
sentence.

We can emphasize two key points from the above
observations. First, we can see that poetry can
contribute to an MT corpus: the youth corpus al-
lows the kapesh corpus to get better, more precise
translations for its literary sentences. Second, even
though they were considered somewhat imprecise,
with artistic quality (e.g. rhymes) often being pri-
oritized over translation accuracy, the youth verses
can be properly translated by an SMT model. This
is true especially when the training also involves
sentences from a literary corpus, as the translations
can then become more complete and syntatically
correct.

We can also conclude that poetry can be involved
in—and be useful for—low-resource MT for an In-
digenous language, especially if other quality tex-
tual sources are scarce. In that matter, quantitative
scores might not be suitable for proper evaluation
of the generated translations, since the latter can
greatly differ from the reference ones even, if they
are correct.

Overall, the results show that while interesting
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Table 4: Qualitative comparison of kapesh SMT model, with and without youth: example #1

Source sentence (Innu-Aimun) « Ne auass tapuetueu nenu etikut. » (Kapesh, 2020)
Translation (Reference) « L’enfant se laisse convaincre. » (Kapesh, 2020)
Translation (kapesh SMT Model) l’enfant est qu’il tapuetueu ce que lui dit.
Translation (kapesh+youth SMT Model) l’enfant est d’accord avec ce que lui dit à ce qu’il.

Table 5: Qualitative comparison of kapesh SMT model, with and without youth: example #2

Source sentence (Innu-Aimun) « Mak kutak tshekuan tshe uitamatan. » (Kapesh, 2020)
Translation (Reference) « Je vais te dire encore une chose. » (Kapesh, 2020)
Translation (kapesh SMT Model) la uitamatan et les autres.
Translation (kapesh+youth SMT Model) et les autres choses que je vais.

Table 6: Qualitative comparison of kapesh SMT model, with and without youth: example #3

Source sentence (Innu-Aimun) « Mak kutak tshekuan. » (Kapesh, 2020)
Translation (Reference) « Et il y a autre chose. » (Kapesh, 2020)
Translation (kapesh SMT Model) et les autres y.
Translation (kapesh+youth SMT Model) et les autres choses.

Table 7: Qualitative comparison of youth SMT model, with and without kapesh: example #1

Source sentence (Innu-Aimun) « kie nutin » (Bacon and Morali, 2021)
Translation (Reference) « et le vent » (Bacon and Morali, 2021)
Translation (youth SMT Model) kie le vent
Translation (kapesh+youth SMT Model) et le vent

Table 8: Qualitative comparison of youth SMT model, with and without kapesh: example #2

Source sentence (Innu-Aimun) « NIN MAIKAN » (Bacon and Morali, 2021)
Translation (Reference) « MOI LE LOUP » (Bacon and Morali, 2021)
Translation (youth SMT Model) je loup
Translation (kapesh+youth SMT Model) moi je suis un loup

Table 9: Qualitative comparison of youth SMT model, with and without kapesh: example #3

Source sentence (Innu-Aimun) « shashish shash »(Bacon and Morali, 2021)
Translation (Reference) « les jours s’éternisent »(Bacon and Morali, 2021)
Translation (youth SMT Model) la longtemps
Translation (kapesh+youth SMT Model) il Y A LONGTEMPS déjà

results can be achieved with a few thousand sen-
tences available, fully ready-to-use MT will require
more than the current data for Innu-Aimun.

5 Conclusion

The current study has shown how difficult it can be
to obtain good translations when first developing
MT for an Indigenous language for which there are
very few sentence pairs, and yet how the literary
and poetic texts available, even if written in partic-
ular styles, can potentially contribute to building a

general corpus for MT. We have also shown how
at the present scale and types of available text for
Innu-Aimun and French, SMT offers much better
results than NMT. We carried this project collabora-
tively, involving both computational linguistics re-
searchers and Innu-Aimun teaching staff, and with
the participation of Indigenous and non-Indigenous
speakers of Innu-aimun.
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