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Abstract
Text sanitization is the task of detecting and removing personal information from the text. While it has been
well-studied in monolingual settings, today, there is also a need for multilingual text sanitization. In this paper, we
introduce MultiLeg: a parallel, multilingual named entity (NE) dataset consisting of documents from the Court of
Justice of the European Union annotated with semantic categories suitable for text sanitization. The dataset is
available in 8 languages, and it contains 3082 parallel text segments for each language. We also show that the
pseudonymized dataset remains useful for downstream tasks.
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1. Introduction

The need for textual data is ever-increasing in ma-
chine learning. However, a large part of textual
data contains private information and thus can-
not be safely used. Several NLP techniques such
as text anonymization, text de-identification, and
pseudonymization address this problem. While
text anonymization, fully compliant with GDPR1, is
a very difficult goal to achieve (Weitzenboeck et al.,
2022), text sanitization aims to lessen the risk of
disclosing personally identifying information (PII)
while keeping the text useful for the downstream
task.

In this paper we use text sanitization as a broad
term, describing a process, that transforms docu-
ments through edit operations such as hiding par-
ticular text spans or replacing them with different
values (Papadopoulou et al., 2022) in order to pro-
tect PII. The standard approach to text sanitization
starts with a named entity recognition and classi-
fication (NERC) to obtain a list of text spans that
may need to be obfuscated (Papadopoulou et al.,
2022), followed by the decision which text spans to
transform and how.

Named entity recognition and classification task
aims to detect named entities and to classify these
entities into appropriate categories. This task was
introduced in Message Understanding Conference-
6 (Merchant et al., 1996) aiming at the recognition of
time (and date), numeric (percentages and money),
and named (people, organizations, locations) enti-
ties.

Systems used for text de-identification use a
broader set of categories describing various types

1https://eur-lex.europa.eu/eli/reg/
2016/679/oj

of PII, such as contact information, ID numbers, eth-
nicity, profession, age, sex, workplace, family sta-
tus and relations, and others. Most of existing stud-
ies on text sanitization focus on English or Spanish
languages (Juez-Hernandez et al., 2023), with lit-
tle work done on less-resourced languages, such
as Polish (Oleksy et al., 2021), Estonian (TEXTA,
2022), or Latvian (Skadina et al., 2022). Moreover,
available multilingual de-identification NE data sets
are small, e.g., the MAPA dataset contains only 12
annotated documents (Arranz et al., 2022).

In this paper, we present a multilingual, parallel
dataset manually labeled with semantic categories
useful for the removal of personally identifying in-
formation. The dataset2 consists of 60 documents
collected from the Court of Justice of the European
Union in 8 languages (English, Danish, Estonian,
Finnish, Lithuanian, Latvian, Polish, and Swedish),
while experiments presented in this paper are per-
formed for 6 languages (Estonian and Finnish ex-
cluded due to late availability).

2. Related Work

Text sanitization approaches can be divided into
two large groups - (1) a NER-based approach,
where from a set of identified entities some or
all are selected for sanitization and (2) a privacy-
preserving data publishing (PPDP) approach which
operates with an explicit account of disclosure risk
and anonymizes documents by enforcing a privacy
model (Pilán et al., 2022). The PPDP approach is
commonly used for database record anonymization
(Domingo-Ferrer et al., 2016), but when applied to

2https://github.com/tilde-nlp/
MultiLeg-dataset

https://eur-lex.europa.eu/eli/reg/2016/679/oj
https://eur-lex.europa.eu/eli/reg/2016/679/oj
https://github.com/tilde-nlp/MultiLeg-dataset
https://github.com/tilde-nlp/MultiLeg-dataset
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text anonymization, has a number of limitations and
scalability issues (Lison et al., 2021).

The NER-based approach has been widely used
to detect and sanitize Protected Health Information
(PHI) in clinical texts (Meystre et al., 2010), (Ribeiro
et al., 2023) motivated by the US HIPAA3 act, and
in the legal domain (Arranz et al., 2022), (Oksanen
et al., 2022), motivated by the need to share court
records with public.

Early systems for text sanitization used NER
datasets in combination with regular expressions,
fixed rules, and gazetteers (Meystre et al., 2010),
while in the recent solutions, the focus has shifted
to machine learning and in particular deep learning
methods using transformer models, such as BERT
(Devlin et al., 2019) XLM-R (Conneau et al., 2020)
or large language models, such as ChatGPT/GPT-
4 (Laskar et al., 2023; Liu et al., 2023).

Several de-identification datasets for the med-
ical domain are available in English (Stubbs and
Uzuner, 2015) or Spanish (Marimon et al., 2019).
The datasets are annotated using entity categories
derived from HIPAA guidelines, which include direct
identifiers, such as person names, IDs, and contact
information, and indirect identifiers such as date,
location, profession, and age. The entities in the
i2b2/UTHealth(Stubbs and Uzuner, 2015) corpus
are annotated in a fine-grained manner, to enable
easier replacement with appropriate pseudonyms,
or to allow users to select a subset of entities to hide.
For example, the distinction between DOCTOR and
PATIENT allows to de-identify patient names, while
keeping doctor names.

One of the first datasets produced for text de-
identification is the ITAC corpus (Medlock, 2006).
It consists of 2500 personal email messages in En-
glish, annotated with predefined entity classes (Per-
son, Location, Organizations, Addresses, Titles, ID
codes, ethnic terms, reference codes, usernames,
and passwords). Due to the sensitive nature of
this data, it is pseudonymized using hybrid semi-
supervised and manual processes to replace enti-
ties without changing their nature. JobStack corpus
(Jensen et al., 2021) is based on Job postings in
the English language from StackOverflow, anno-
tated with Name, Location, Organization, Contact,
and Profession categories. TAB benchmark (Pilán
et al., 2022) dataset Pilán et al. (2022) consists
of ECHR court cases in English annotated with
Person, Code, Locations, Organizations, Demo-
graphic, Datetime, Quantity, and Misc entity types.
Additionally, a set of confidential attributes (Belief,
Politics, Sex, Ethnic, and Health) is annotated. The
confidential attributes are typically unknown to an
external attacker and, thus usually not seen as
quasi-identifiers, however in the TAB benchmark
they are annotated to prevent sensitive attribute

3https://www.hhs.gov/hipaa/index.html

disclosure. Each entity mention contains its offset
in the text, semantic type, identifier type (direct,
quasi, or no need to mask), and a unique identi-
fier for the entity it refers to. This approach allows
evaluation of anonymization performance with re-
spect to a single person whose attributes should be
anonymized. The MAPA project provides datasets
intended for training a multilingual de-identification
system for health and legal domains. The legal
part of the dataset, collected from eur-lex (Arranz
et al., 2022), is available in 24 languages. It con-
sists of over 2000 sentences manually annotated
using fine-grained 3-level annotation schema. The
medical part of the dataset consists of 485 clinical
cases in French translated into other 23 languages
using machine translation and restoring annotation
tags.

3. Creation of Parallel Dataset

We selected a diverse set of 60 documents (Judge-
ments, Applications, Requests for a preliminary
ruling, Opinions, and Orders) from the Court of
Justice of the European Union. The documents,
available in 24 EU languages, were selected from
the years 2019-2022. We selected a subset of doc-
uments in 8 languages (Danish, English, Estonian,
Finnish, Lithuanian, Latvian, Polish, and Swedish)
for further processing.

At first, selected documents were converted into
plain text format and segmented into sentences.
Then, segmented documents were aligned to ob-
tain parallel documents. In rare cases, when the
content was missing due to the inaccurate transla-
tion, blank lines were inserted. The total segment
count for this dataset is 3082 segments in each
language, with English having extra segments at
the end of some documents (in the English version
signatures are kept, while in other language ver-
sions term "signatures" is used). Finally, we split the
dataset into training and evaluation sets of 50 (2456
segments) and 10 (626 segments) documents.

3.1. Annotation Schema

HIPAA4 provides a list of identifiers that need to
be anonymized for a document to be considered
anonymized in the U.S. This approach is closer to
the de-identification paradigm.

GDPR5 defines personal data as any information
relating to an identified or identifiable natural per-

4https://www.hhs.gov/hipaa/
for-professionals/privacy/
special-topics/de-identification/index.
html

5https://eur-lex.europa.eu/
legal-content/EN/TXT/HTML/?uri=CELEX:
32016R0679

https://www.hhs.gov/hipaa/index.html
https://www.hhs.gov/hipaa/for-professionals/privacy/special-topics/de-identification/index.html
https://www.hhs.gov/hipaa/for-professionals/privacy/special-topics/de-identification/index.html
https://www.hhs.gov/hipaa/for-professionals/privacy/special-topics/de-identification/index.html
https://www.hhs.gov/hipaa/for-professionals/privacy/special-topics/de-identification/index.html
https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:32016R0679
https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:32016R0679
https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:32016R0679


11778

son. Thus any data that may be used to identify a
natural person, such as direct identifiers or indirect
identifiers, needs to be pseudonymized in order to
consider the document as anonymized.

In our work, we annotate all identifiers specified
by HIPAA and add semantic categories that could
be used to indirectly identify a person:

• PER - A person’s name, surname, initial, nick-
name, alias, username

• IDNUM - Various ID numbers and codes, such
as passport numbers, driver’s licenses, vehicle
license numbers, fax, telephone numbers, and
similar unique identifiers

and indirect identifiers:

• LOC - Address strings, countries, regions,
cities, streets, famous buildings or other places

• ORG - Specific (named) organization: a com-
pany, institution, or association of two or more
people having a particular purpose

• URL - An URL address, or a hostname

• DATE - A day, month, or a year

• AMOUNT_VALUE - Usually used together
with AMOUNT_UNIT to indicate some numeric
attribute, such as age, height, percentages, or
money

• AMOUNT_UNIT - A determinate quantity (as
of length, time, heat, or value) adopted as a
standard of measurement

• NATIONALITY - Nationality, ethnicity, lan-
guage, or citizenship of a person

• PROFESSION - Job titles or ranks of a person

• TITLE - Named art, creative works, events

3.2. Annotation Process
The annotation process consists of several steps.
At first, the English part of the dataset is pre-
annotated using a 4-class English NER6 that ships
with the Flair library (Schweter and Akbik, 2020).
Then, this pre-annotated dataset is annotated by
two experts using the Docanno tool (Nakayama
et al., 2018). Annotations produced by two human
experts are compared and any disagreement is re-
solved according to the guidelines using the 6-step
method by Oortwijn et al. (2021).

The annotated English dataset is used to train a
multilingual NER model by using the Flair library
to fine-tune the multilingual XLM-RoBERTa model.

6https://huggingface.co/flair/
ner-english-large

The multilingual XLM-RoBERTa model fine-tuned
on English data is able to perform NE tagging in
other languages via transfer learning. This NER
model is then used to pre-annotate datasets for
other languages.

Since datasets in all languages are parallel on
a segment level, we created a script to allow quick
review of the datasets. The script reads two or
more parallel texts in different languages (e.g., En-
glish and Finnish) or versions (e.g., before and after
pseudonymization) and converts them into HTML
with appropriate markup (see Figure 1).

Figure 1: Reference HTML screenshot.

Reference HTML files are provided to annotators
working on the rest of the language versions for
reference.

For the non-English datasets, one annotator (of
native or professional proficiency) performed the
annotation process using the provided instructions
and reference HTML that displayed the already
annotated documents in English. The task of the
annotators for non-English languages was to label
the text according to the annotation schema, using
English data as examples.

After annotation of a dataset, a new version of
reference HTML files is produced to review annota-
tions and ensure consistency. Any disagreement
between different language versions is reviewed
according to the annotation guidelines.

3.3. De-identification
After the annotation step, we produce a de-
identified version of the dataset by replacing PER
entities with appropriate substitutes.

For substitution, the following procedure is ap-
plied. First, from the entire corpus, all PER
spans are extracted, deduplicated, and clustered by
(sur)name(s). Then, for each cluster replacements
are selected manually in an attempt to preserve
the gender and nationality of the PER entity. The
name and surname pseudonyms for replacement
were selected in English from Wikipedia, taking the

https://huggingface.co/flair/ner-english-large
https://huggingface.co/flair/ner-english-large
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da en lt lv pl sv
Unit 209 213 211 211 212 207
Value 210 213 211 212 212 211
Date 1168 1163 1174 1159 1160 1142
ID 17 18 18 18 18 18
LOC 834 854 817 819 851 650
NAT 73 74 98 75 74 73
ORG 3002 2966 2878 2886 2906 3072
PER 565 607 578 580 578 581
PROF 429 430 384 467 474 472
TITLE 43 43 43 43 43 42
URL 5 5 5 5 5 5
Total 6555 6586 6417 6475 6533 6473

Table 1: Number of entities per language and
entity type.

most popular names from European regions. Fi-
nally, PER entity tokens were manually inflected
by annotators to match the inflection of the original
form if it differs from the lemma.

Although we applied de-identification only to PER
entities 7, a similar procedure could be applied to
other entity types as well.

3.4. Statistics of Found Entities

Table 1 provides statistics about identified entities
per entity type and language. We can see that
translations are not completely parallel, since the
number of entities differs between languages. Enti-
ties of type ORG and PER may be substituted with
pronouns if they reappear. The translation may also
skip some mentions of entities if it is clear from
the context what is being discussed. Lithuanian
versions of documents typically contain more re-
peated mentions of nationality entities in the scope
of a single paragraph, but less repeated profession
mentions. Swedish documents contain compara-
tively fewer LOC entities. In Swedish, LOC enti-
ties, which in other languages would be separated,
could be part of compound words, which are not
labeled, e.g., "unionsmarknaden" - "the Union mar-
ket". In general, the number of entities in different
languages does not differ significantly - the largest
number of annotated entities is in English (6586),
and the smallest in Lithuanian (6417) - a difference
of 2.5%.

7The requirement to de-identify person names was
given by the Data Protection Officer. No further de-
identification was applied to the dataset, as the publi-
cations related to judicial proceedings before the Court
of Justice are open data and necessary anonymization
is already applied by the Court of Justice.

Model\Data original de-identified
original 91.39± 0.25 91.55± 0.18
de-identified 91.16± 0.11 91.23± 0.16

Table 2: F1 score and standard deviation for NER
models trained on original and de-identified data,
evaluated on original and de-identified test sets.

NER en lt lv pl sv da multi
en 84 62 61 64 74 77 70
lt 41 86 82 62 58 65 65
lv 47 79 89 59 60 64 65
pl 44 69 72 85 60 64 65
sv 55 58 61 66 85 83 67
da 49 56 61 63 82 86 65
multi 91 93 92 93 90 92 92

Table 3: Evaluation of trained NER models. Rows:
models trained on respective train sets, columns:
the result of the evaluation (F1 scores) on the test
set in a given language. multi is the concatenated
data set of monolingual data.

4. Evaluation

In order to study the impact of the de-identification
strategy, we trained two NER models: using the
original dataset and using de-identified data set.
We evaluate them on the original and de-identified
test set. NER models are trained using the FLAIR
toolkit and XLM-R model. Training is done for 20
epochs using batch size 8. The training and evalua-
tion are done 3 times and the average and standard
deviations are calculated. Evaluation results are
presented in Table 2. The observed NER perfor-
mance drop, when using an NER model trained
on the de-identified dataset, is less than the stan-
dard deviation. All further work is done using the
pseudonymized dataset.

6 monolingual NER models are trained using the
respective de-identified dataset, and one multilin-
gual model is trained using the combined dataset.
All models are evaluated on monolingual test sets,
and on combined test set (multilingual). The pro-
cess is repeated 4 times and the averaged results
are shown in Table 3. Monolingual models show
good performance only when evaluated on a test
set of the same language as training data. How-
ever, the performance of the multilingual model
surpasses any of the monolingual models on the
respective test sets, achieving a F1 score of 92.

We evaluate previously trained best English and
multilingual NER models on the TAB (Pilán et al.,
2022) benchmark dataset using TAB evaluation
script.8 The evaluation results together with the
results of the TAB Longformer (with a window size

8https://github.com/NorskRegnesentral/
text-anonymization-benchmark

https://github.com/NorskRegnesentral/text-anonymization-benchmark
https://github.com/NorskRegnesentral/text-anonymization-benchmark
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System Rdi+qi ERdi ERqi Pdi+qi WPdi+qi
Presidio 0.782 0.463 0.802 0.542 0.609
TAB 0.919 1.000 0.916 0.836 0.850
en 0.916 0.506 0.894 0.479 0.458
multi 0.930 0.508 0.933 0.479 0.448

Table 4: Evaluation results for English and multilin-
gual models on TAB test set compared to TAB base-
line and Longformer model. Rdi+qi - Token-level re-
call on all identifiers; ERdi - Entity-level recall on
direct identifiers; ERqi - Entity-level recall on quasi-
identifiers; Pdi+qi - Weighted, token-level precision
on all identifiers; WPdi+qi - Weighted, mention-level
precision on all identifiers.

of 4,096 and a label weight of (10,1)) model and
Presidio (+ORG) are shown in Table 4. The multilin-
gual NER model evaluated against the TAB ECHR
test set shows good recall on all identifiers and
quasi-identifiers (Rdi+qi and ERqi), while recall of di-
rect identifiers (CODE) is poor. The TAB performs
sanitization with respect to a single selected per-
son. The MultiLeg NER-based approach performs
sanitization to all persons mentioned in the docu-
ment. This leads to poor Mention-level precision
when evaluated on the TAB ECHR test set (WPdi+qi).
We prioritized recall over precision to remove as
much sensitive information as possible. Thus, pre-
cision scores are comparable to Presidio, while
recall scores outperform both Presidio and TAB.

5. Conclusions

We have presented MultiLeg: a multilingual, man-
ually annotated NE dataset tailored for text saniti-
zation use. The dataset consists of publicly avail-
able documents, and we have pseudonymized per-
son names to comply with personal data protection
requirements. We show that the pseudonymized
dataset remains useful for downstream tasks.

The dataset is released in 8 languages (English,
Danish, Estonian, Finnish, Lithuanian, Latvian, Pol-
ish, and Swedish), while experiments presented
in this paper are preformed for 6 languages (Es-
tonian and Finnish excluded due to late availabil-
ity). The dataset contains 3082 parallel text seg-
ments per language. Compared to the only other
available multilingual dataset for text sanitization
found in the literature (MAPA dataset), this dataset
is larger, aligned on segment level, and annotated
with single-level annotations.

While no system may claim complete compat-
ibility with GDPR, a system trained on this data
would help perform the sanitization by highlighting
PII and other relevant entities. The multilinguality
of this dataset allows training NER systems that
could process text in multiple languages using a
single model, or train models for less-resourced

languages such as the Baltic languages.

Limitations

Although our dataset is larger than available mul-
tilingual datasets, it is considerably smaller (per-
language) than monolingual NER datasets. Since
hyper-parameter tuning on training large models is
computationally very costly, mostly default parame-
ters were used in our experiments.
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human data annotators were fairly compensated in
accordance with market rates.
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Skadins, and Mārcis Pinnis. 2022. Latvian lan-
guage in the digital age: The main achievements
in the last decade. Baltic Journal of Modern Com-
puting, 10(3):490–503.

Amber Stubbs and Ozlem Uzuner. 2015. An-
notating longitudinal clinical narratives for de-
identification: The 2014 i2b2/uthealth corpus.
Journal of biomedical informatics, 58S.

TEXTA. 2022. Anonymizing identifying information
in court cases / case study.

Emily M Weitzenboeck, Pierre Lison, Malgorzata
Cyndecka, and Malcolm Langford. 2022. The
GDPR and unstructured data: is anonymiza-
tion possible? International Data Privacy Law,
12(3):184–206.

7. Language Resource References

Ildikó Pilán and Pierre Lison and Lilja Øvrelid and
Anthi Papadopoulou and David Sánchez and
Montserrat Batet. 2022. The Text Anonymiza-
tion Benchmark (TAB): A Dedicated Corpus and
Evaluation Framework for Text Anonymization.
Published on github.

https://aclanthology.org/2022.aacl-main.18
https://aclanthology.org/2022.aacl-main.18
http://arxiv.org/abs/2202.00443
http://arxiv.org/abs/2202.00443
http://arxiv.org/abs/2202.00443
https://doi.org/10.18653/v1/2023.eacl-demo.22
https://doi.org/10.18653/v1/2023.eacl-demo.22
http://arxiv.org/abs/2011.06993
http://arxiv.org/abs/2011.06993
http://arxiv.org/abs/2011.06993
https://www.bjmc.lu.lv/fileadmin/user_upload/lu_portal/projekti/bjmc/Contents/10_3_21_Skadina.pdf
https://www.bjmc.lu.lv/fileadmin/user_upload/lu_portal/projekti/bjmc/Contents/10_3_21_Skadina.pdf
https://www.bjmc.lu.lv/fileadmin/user_upload/lu_portal/projekti/bjmc/Contents/10_3_21_Skadina.pdf
https://doi.org/10.1016/j.jbi.2015.07.020
https://doi.org/10.1016/j.jbi.2015.07.020
https://doi.org/10.1016/j.jbi.2015.07.020
https://blog.texta.ee/anonymizing-identifying-information-in-court-cases-case-study-ca6f1cad1a1d
https://blog.texta.ee/anonymizing-identifying-information-in-court-cases-case-study-ca6f1cad1a1d
https://doi.org/10.1093/idpl/ipac008
https://doi.org/10.1093/idpl/ipac008
https://doi.org/10.1093/idpl/ipac008
https://github.com/NorskRegnesentral/text-anonymization-benchmark
https://github.com/NorskRegnesentral/text-anonymization-benchmark
https://github.com/NorskRegnesentral/text-anonymization-benchmark

	Introduction
	Related Work
	Creation of Parallel Dataset
	Annotation Schema
	Annotation Process
	De-identification
	Statistics of Found Entities

	Evaluation
	Conclusions
	Bibliographical References
	Language Resource References

