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Abstract
Conceptual structure is fundamental to human cognition and natural language understanding. It is significant
to explore whether Large Language Models (LLMs) understand such knowledge. Since FrameNet serves as a
well-defined conceptual structure knowledge resource, with meaningful frames, fine-grained frame elements, and rich
frame relations, we construct a benchmark for coNceptual structure induction based on FrameNet, called NutFrame.
It contains three sub-tasks: Frame Induction, Frame Element Induction, and Frame Relation Induction. In addition,
we utilize prompts to induce conceptual structure of Framenet with LLMs. Furthermore, we conduct extensive
experiments on NutFrame to evaluate various widely-used LLMs. Experimental results demonstrate that FrameNet
induction remains a challenge for LLMs.
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1. Introduction

Large Language Models (LLMs) have exhibited im-
pressive performance on most natural language
processing tasks (OpenAI, 2023, 2022; Chowdh-
ery et al., 2023; Thoppilan et al., 2022). This has
led to a recent surge in studies to explore the extent
of knowledge within LLMs. Existing studies mainly
focus on syntactic knowledge (Liu et al., 2019; Hu
et al., 2020) and world knowledge (Liu et al., 2021;
Peng et al., 2022; Petroni et al., 2019). However,
the extent to which these models reflect the human-
like cognitive abilities to extract structured repre-
sentations of concepts is not well-understood (Pat-
terson et al., 2007; Collins and Olson, 2014).

Conceptual structure refers to the way concepts
are organized, represented, and interconnected in
the human mind (Smoliar, 1987; Guo et al., 2023).
When human beings experience the world, they
conceptualize their experiences into concepts, and
organize them into a highly complex and hierar-
chical structure through the brain rather than be-
ing stored randomly (de Beaugrande and Dressler,
1986). For example, when the word “buy” is given,
people recall information from their memory and
activate the concept Commerce_buy, which in-
cludes properties like “buyer”, “goods”, “money”,
and more. Moreover, the concept Commerce_buy
is organized into a structure with relations, such
as Commerce_goods-transfer

Perspective_on−−−−−−−−−−→
Commerce_buy, indicating that Commerce_buy
is a fundamental scene of Commerce_goods-
transfer from the perspective of the buyer.

FrameNet (Baker et al., 1998; Fillmore, 1976)
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Figure 1: An Example of Conceptual Structure.

is an excellent repository of conceptual struc-
ture knowledge designed by experts. Typically,
each sense of a word belongs to a frame, which
is a conceptual structure that describes a par-
ticular type of entity or event and the partici-
pants involved therein (called frame elements,
FEs). Moreover, FrameNet also provides Frame-to-
Frame relations (Guan et al., 2023). As shown
in Figure 1, frame Commerce_buy about “buy”
involves the FEs “buyer”, “goods” and “money”.
Moreover, FrameNet organizes frames into a net
through rich Frame-to-Frame relations, such as
Pre_transfer Precedes−−−−−−→ Transfer.

Thus, we comprehensively evaluate the ability
of LLMs to induce FrameNet conceptual structure
by designing three tasks: (1) Frame Induction (FI)
task aims to induce the meaningful frames. Given
a set of lexical units or a description, the FI task re-
quires LLMs to induce the corresponding frame.
For example, given lexical units such as “buy”,
“client” and “purchase”, the FI task aims to induce
the frame Commerce_buy. (2) Frame Element
Induction (FEI) task aims to induce fine-grained
frame elements associated with frames. Given
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the frame Commerce_buy, the FEI task requires
LLMs to induce its frame elements, such as “buyer”,
“money”, “goods” and so on. (3) Frame Relation
Induction (FRI) task aims to organize frames with
rich frame relations. Given the frames Transfer
and Commerce_goods-transfer, the FRI task
aims to predict the “Inheritance” between them.

Based on the aforementioned considerations, we
construct a benchmark for coNceptual structure
induction based on FrameNet called NutFrame.
We use prompts to induce conceptual knowledge
with LLMs. Furthermore, we conduct extensive
experiments on NutFrame to evaluate the ability
of widely-used LLMs, including GPT-4 (OpenAI,
2023), ChatGPT (OpenAI, 2022), Llama-2 (Tou-
vron et al., 2023), and ChatGLM (Du et al., 2022;
Zeng et al., 2023). The experimental results demon-
strate that FrameNet induction is still a challenge
for LLMs.

• We propose a systematic study to induce
Frame-based conceptual structure knowledge
with LLMs, which is highly valuable yet has
been ignored by previous works.

• We construct NutFrame, a benchmark for
coNceptual structure induction based on
FrameNet. Additionally, we use prompts to
induce FrameNet with LLMs and devise evalu-
ation metrics to assess the ability.

• We conduct extensive experiments on Nut-
Frame with widely-used LLMs, including GPT-
4, ChatGPT, Llama-2, and ChatGLM. The ex-
perimental results show that FrameNet induc-
tion remains a challenge for existing LLMs.

2. NutFrame

In this session, we introduce the dataset construc-
tion process of our NutFrame, which consists of
three sub-datasets: Frame Induction, Frame Ele-
ment Induction, and Frame Relation Induction.

2.1. Frame Induction Dataset
Frame Induction (FI) aims to leverage LLMs to in-
duce frames using lexical units or descriptions. We
construct FI data from two aspects: Lexical_Unit-
based FI dataset and Description-based FI dataset.

Lexical_Unit-based FI dataset. The frame rep-
resents shared semantics of lexical units in a way
that is easily understandable to humans. Thus,
we extract lexical units and their frames from
FrameNet and then organize them into pairs. For
example, a lexical_unit-frame pair such as “<buy,
client, purchase... || Commerce_buy>” is created.
The lexical_Unit-based FI contains 1,073 pairs, as
shown in Table 1.

Task Dataset Number

FI
Lexical Units 13,640

Lexical Unit-based FI♡ 1,073
Description-based FI♡ 1,221

FEI Frame Element 11,428
FEI♡ 1,221

FRI Frame Relation 8
FRI♡ 1,849

Table 1: Statistics of the NutFrame dataset. ♡
represents the number of pairs constructed in this
work.

Description-based FI dataset. Descriptions are
more flexible for representing frames and are more
informative1. Thus, we extract the frames and their
descriptions from FrameNet and organize them into
pairs. For example, “<A buyer and a seller ex-
change money and goods... || Commerce_buy>” is
a description-frame pair. The description-based FI
consists of 1,221 frame-description pairs, as shown
in Table 1.

2.2. Frame Element Induction Dataset

Frame Element Induction (FEI) aims to leverage
LLMs to induce frame elements for given frames.

Frame elements are semantically defined roles
that are specific to a frame. Thus, we extract
frames along with their elements from FrameNet
and organize them into pairs. For instance, a
frame-frame_element pair could be represented
as “<Commerce_buy || buyer, goods, money...>”.
The FEI consists of 11,428 frame elements, with an
average of 9.35 elements assigned to each frame,
as shown in Table 1.

2.3. Frame Relation Induction Dataset

Frame Relation Induction (FRI) aims to leverage
LLMs to predict relations for given frames.

We introduce FRI, a framework designed to pre-
dict relations between two frames. To achieve this,
we extract frames and relations from FrameNet.
These frames are then converted into sequences,
which are combined with their corresponding rela-
tion types. For example, the “<Pre_transfer, Trans-
fer || Precedes>” exemplifies such a frame se-
quence and relation type. The FRI consists of 1,849
pairs, as shown in Table 1.

1FrameNet includes non-lexical_unit frames that es-
tablish connections between frames in specific scenarios,
such as Commerce_goods-transfer. In this partic-
ular situation, inducing frames solely based on lexical
units becomes unfeasible; however, induction based on
descriptions remains possible.
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Please induce Frame Elements for the frame
Commerce_buy. List the answer:

Commerce_buy

What is the Frame Relation between frames: 
Pre_Transfer and Transfer? Select from the
following relations： Inheritance, Subframe,
Precedes, Using, See_Also, Perspective_On,
Inchoative_Of,  Causative_Of,  None.

Buyer, Goods, Explanation, Imposed_purpose,
Manner, Means, Money, Period_of_iterations,
Place, Purpose, Rate, Recipient, Seller, Time, Unit

Precedes

Frame Induction

Frame Element Induction Frame Relation Induction

Please induce the Frame that captures the core semantic shared
by the lexical units: buy, buyer, purchase, client, purchaser.

Please induce the Frame that captures the core semantic of the
description: “ A Buyer and a Seller exchange Money and
Goods, taking the perspective of the Buyer”. 

Figure 2: Illustration for FrameNet Induction.

3. FrameNet Induction Method

In this section, we introduce the methods used to
explore FrameNet semantic knowledge in LLMs.

3.1. Frame Induction Method

FI focuses on evaluating the ability of LLMs to
induce frames. As depicted in Figure 2, LLMs
are expected to induce the frame Commerce_buy
using the provided set of lexical units or descrip-
tions. To achieve this, we employ prompts such
as “Please induce the frame that captures the core
semantics shared by the [frame.lexical units] or
[frame.description]” for frame induction.

3.2. Frame Element Induction Method

FEI focuses on evaluating the ability of LLMs to
induce frame elements. As illustrated in Figure
2, LLMs should be capable of inducing frame ele-
ments, such as “buyer” and “goods”, for the frame
Commerce_buy. Therefore, we utilize prompts
such as “Please induce the frame elements for
the [frame.name]” to query the LLMs for frame ele-
ments associated with a particular frame.

3.3. Frame Relation Induction Method

FRI focuses on evaluating the ability of LLMs to pre-
dict the relations between frames. As shown in Fig-
ure 2, given frames Pre_transfer and Trans-
fer, LLMs are expected to predict the “Precedes”,
as it indicates that Pre_transfer occurs before
Transfer. Thus, we utilize prompts such as
“Please identify the relation between [frame.name1,
frame.name2] and select the relation type from
the options: [frame.relation]” to predict the relation
type2.

2We have introduced a NONE category to represent
the absence of any relation between frames.

4. Experiments

In this section, we introduce experiment setup, and
then report the results and analysis.

4.1. Experiment Setup
Models. We experiment with several LLMs, includ-
ing GPT-4, ChatGPT, Text-Davinci-003, Llama-2
(7B), ChatGLM (6B), and GLM (130B).

Evaluation Metrics. For FI, we use Mean Recip-
rocal Rank (MRR) and Hits@k (Yang et al., 2012).
For FEI, we use Micro-F1 and Macro-F1. For FRI,
we employ precision, recall, and F1-score (Sak-
aguchi et al., 2021).

4.2. Main Results
From Table 2, 3 and 4, we can conclude that:

(1) FrameNet induction presents a challenge
for LLMs. The poor performance of LLMs across
three induction tasks, such as 32.61% Hits@5 for
FI, 41.73% Micro-F1 for FEI, and 26.32% F1-score
for FRI, indicates that existing LLMs have difficulties
in inducing FrameNet. This may be attributed to
the implicit nature of FrameNet within texts.

(2) GPT-4 outperforms other LLMs. Taking
description-based FI as an example in Table 2,
GPT-4 achieves 32.61% Hits@5, surpassing Chat-
GPT (23.53%) and other baselines.The same con-
clusion applies to FEI (Table 3) and FRI (Table 4).

(3) Few-shot Learning outperforms Zero-shot
Learning. For example, in Table 3, few-shot learn-
ing achieves +24.11% improvement compared to
zero-shot learning on FEI (41.73% vs. 17.62%).

4.3. Results of Frame Induction
LLMs tend to generate concrete frames, lacking
the desired ability of abstraction. For example,
when provided with the lexical units or description
of Commerce_scenario, LLMs always generate
the Commerce_goods-transfer3.
LLMs provided with descriptions outperform
those relying on lexical units. As shown in Table
2, description-based FI consistently outperforms
lexical_unit-based FI. This may be because descrip-
tion offers more contextual informations.

4.4. Results of Frame Element Induction
Frame elements generated by LLMs are more
general and not specific to each frame. For
example, LLMs tend to generate general FEs like
“agent” and “theme” when provided with the Stand-
ing_by frame. In contrast, human experts are able

3It is worth noting that Commerce_goods-
transfer is considered more concrete as it is a
subframe of the Commerce_scenario in FrameNet.
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Method Zero-shot(%) Few-shot(%)
MRR Hits@1 Hits@3 Hits@5 MRR Hits@1 Hits@3 Hits@5

Lexial_Uints-based Frame Induction
Llama-2 (7B) 1.48 0.83 2.54 3.22 8.76 7.12 10.27 11.27
ChatGLM (6B) 1.75 0.66 2.15 2.82 8.22 6.79 9.36 10.57
GLM (130B) 4.93 4.08 5.80 6.21 14.60 12.18 16.82 18.31
Text-Davinci-003 11.53 8.95 13.42 15.33 13.28 10.20 16.50 17.75
ChatGPT 12.72 9.33 16.47 17.31 17.83 15.23 20.25 21.76
GPT-4 12.87 10.09 15.96 16.54 24.26 20.85 27.44 29.36

Description-based Frame Induction
Llama-2 (7B) 5.53 3.31 7.46 9.11 11.59 9.23 13.84 14.66
ChatGLM (6B) 3.17 2.40 3.73 4.56 9.06 7.95 10.02 10.86
GLM (130B) 5.19 4.22 6.05 6.71 15.43 12.68 17.40 20.13
Text-Davinci-003 11.88 10.27 13.34 14.17 18.15 15.41 21.38 21.62
ChatGPT 15.92 12.72 19.00 20.84 19.56 16.83 22.12 23.53
GPT-4 15.75 14.08 16.92 18.83 28.51 25.48 31.37 32.61

Table 2: Results of Frame Induction.

Method Zero-shot(%) Few-shot(%)
Ma-F1 Mi-F1 Ma-F1 Mi-F1

Llama-2 (7B) 2.84 2.43 12.32 13.09
ChatGLM (6B) 2.25 1.30 22.93 22.54
GLM (130B) 3.64 2.59 30.93 34.60
Text-Davinci-003 6.23 5.73 22.15 23.45
ChatGPT 13.54 13.95 30.96 33.42
GPT-4 16.91 17.62 38.07 41.73

Table 3: Results of Frame Element Induction.

to induce more specific and meaningful FEs such
as “protagonist” and “salient_entity”.
Frame elements generated by LLMs are in-
complete yet redundant. As shown in Figure 3,
LLMs may generate incomplete FEs for the Com-
merce_buy , missing crucial FEs such as “money”
and “explanation” (in orange). Additionally, they
may include redundant FEs like “payment_method”
(in red), which duplicates the meaning of “means”
regarding the transaction method.

4.5. Results of Frame Relation Induction

LLMs have a limited understanding of weakly
associated relations. As shown in Table 5, the F1-
score of “Inheritance” relation is 47.31% for GPT-4,
whereas the “Using” relation lags behind at a mere
2.48% F1-score. The reason is that “Inheritance”
relation represents a strong association between
frames, where all FEs in the parent frame have
corresponding elements in the child frame. On the
other hand, the “Using” relation is a weak form of
inheritance, as only some of the FEs in the parent
frame have corresponding elements in the child
frame.
LLMs have difficulties in identifying fine-
grained distinctions among frame relations. For
instance, when given the frames Waking_up and

Ownership_
Tranfer

Commerce_
goods-transfer

Commerce_buy Commerce_sell

Pre_transfer

Inheritance

Precedes

Transfer Post_transfer

Commerce_
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Perspective on
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Figure 3: Case Study.

Being_awake, LLMs often incorrectly predict “In-
choative_of” instead of “Precedes” 4. LLMs strug-
gle to accurately distinguish these fine-grained dis-
tinctions among frame relations.

4.6. Case Study
Figure 3 illustrates the FrameNet induction of LLMs,
focusing on the Commerce_buy frame.

(1) Frame induction: LLMs exhibit limitations in
achieving the desired level of abstraction, particu-
larly for higher-level frames like Transfer, which
is incorrectly predicted as Commerce_goods-
transfer. This is because Commerce_goods-
transfer is more concrete than Transfer.

(2) Frame element induction: LLMs suffer from
issues of incompleteness and redundancy. Crucial
elements (in orange) are missed, while redundant
elements (in red) are presented.

(3) Frame relation induction: LLMs struggle to
differentiate fine-grained distinctions among frame

4“Precedes” indicates the temporal or sequential order
of events, signifying a sequential relation. On the other
hand, “Inchoative_of” implies the beginning or initiation
of an action, indicating a state transition.
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Method Zero-shot(%) Few-shot(%)
Precision Recall F1-score Precision Recall F1-score

Llama-2 (7B) 3.06 2.59 2.85 9.17 13.59 7.83
ChatGLM (6B) 3.44 6.91 3.63 12.47 12.43 12.45
GLM (130B) 14.15 22.31 17.31 21.53 24.82 23.05
Text-Davinci-003 7.80 10.28 8.87 21.99 23.47 22.70
ChatGPT 16.73 19.32 17.93 27.71 20.80 23.76
GPT-4 17.22 22.88 19.65 28.57 24.39 26.32

Table 4: Results of Frame Relation Induction.

Relation ChatGPT GPT-4
Precision Recall F1-score Precision Recall F1-score

Inheritance 59.68 9.87 16.94 52.75 42.89 47.31
Subframe 26.47 20.61 23.17 35.29 9.16 14.54
Precedes 66.66 2.24 4.34 87.50 7.86 14.43
Causative_of 22.56 50.00 31.09 39.50 53.33 45.39
Inchoative_of 9.28 68.42 16.35 10.21 73.68 17.94
Perspective_on 11.52 19.84 14.57 32.14 7.08 11.61
Using 32.70 37.29 34.84 77.77 1.26 2.48
See_also 10.34 3.49 5.22 5.28 40.47 9.35
ALL 27.71 20.80 23.76 28.57 24.39 26.32

Table 5: Results of Different Frame Relation Induction.

relations. For example, they erroneously predict
“Inchoative_of” instead of “Precedes” for the relation
between Pre_transfer and Transfer.

5. Conclusion

In this paper, we construct a Frame-based Concep-
tual Structure Induction dataset NutFrame. We
use prompts to induce conceptual knowledge
with LLMs. Extensive experiments indicate that
FrameNet induction remains a challenge for exist-
ing LLMs. We also provide detailed observations,
such as limitations in general frame induction, is-
sues of complete frame element induction, and dif-
ficulty in distinguishing subtle frame relations. We
hope that our benchmark and findings will facilitate
further research on conceptual structure knowledge
induction.
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