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Abstract
Recently, end-to-end speech translation (ST) has gained significant attention in research, but its progress is hindered
by the limited availability of labeled data. To overcome this challenge, leveraging pre-trained models for knowledge
transfer in ST has emerged as a promising direction. In this paper, we propose PETL-ST, which investigates
parameter-efficient transfer learning for end-to-end speech translation. Our method utilizes two lightweight adaptation
techniques, namely prefix and adapter, to modulate Attention and the Feed-Forward Network, respectively, while
preserving the capabilities of pre-trained models. We conduct experiments on MuST-C En-{De, Es, Fr, Ru} datasets
to evaluate the performance of our approach. The results demonstrate that PETL-ST outperforms strong baselines,
achieving superior translation quality with high parameter efficiency. Moreover, our method exhibits remarkable data
efficiency and significantly improves performance in low-resource settings.
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1. Introduction

The end-to-end speech-to-text translation (ST) has
garnered significant attention (Wang et al., 2020a,c;
Dong et al., 2021a,b) due to its ability to alleviate
error propagation and reduce latency compared
to cascade systems (Sperber and Paulik, 2020;
Lam et al., 2021; Bentivogli et al., 2021). However,
the availability of large-scale paired speech and
translated text data is limited. This scarcity of data
makes training end-to-end ST models from scratch
challenging. Consequently, leveraging pre-trained
models for end-to-end ST shows greater promise
compared to training from scratch (Xu et al., 2021;
Ye et al., 2021; Fang et al., 2022).

Several existing approaches have investigated
the utilization of pre-trained models for speech
translation, employing techniques such as multi-
task learning (Ye et al., 2021; Han et al., 2021;
Fang et al., 2022) and knowledge distillation (Liu
et al., 2019; Tang et al., 2021; Inaguma et al., 2021).
While these methods have demonstrated impres-
sive performance improvements in ST, there are
still underlying issues that require attention. Firstly,
fine-tuning pre-trained models for the ST task can
disrupt their original parameters, potentially affect-
ing the knowledge acquired during their pre-training
phase. Secondly, since pre-trained models of-
ten have a significant number of parameters, fine-
tuning all of them incurs high training and storage
costs. Therefore, it is crucial to explore parameter-
efficient transfer learning methods for the ST task.

Parameter-efficient methods have attracted
much interest, primarily driven by the success of
large pre-trained models (Brown et al., 2020; Liu
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et al., 2020). Previous efficient fine-tuning meth-
ods for ST can be categorized into two types: fine-
tuning a subset of the model parameters or incor-
porating additional tunable modules. Under the
first category, LNA (Li et al., 2021) focuses on fine-
tuning only LayerNorm and Attention, demonstrat-
ing cross-modality transfer capability in multilingual
speech translation scenarios. In the second cat-
egory, Adapter modules are integrated to modify
the output of the Feed-Forward Network (FFN) sub-
layer in the Transformer for multilingual ST (Le et al.,
2021).

In our work, we propose PETL-ST, a parameter-
efficient transfer learning method for end-to-end ST.
PETL-ST leverages the pre-trained acoustic and
machine translation (MT) models, and adapts each
sub-layer in the Transformer to facilitate speech-
to-text translation. Drawing inspiration from the
success of prefix-tuning (Li and Liang, 2021), we
propose applying prefix-tuning to adapt the Atten-
tion module in the Transformer, rather than directly
fine-tuning it. Additionally, we introduce the parallel
adapter to adapt the FFN sub-layer and perform
direct fine-tuning of LayerNorm. Our PETL-ST sur-
passes strong baselines and achieves comparable
performance to full fine-tuning while utilizing fewer
than 10% of the parameters. Furthermore, our re-
search demonstrates outstanding data efficiency
in the speech translation task.

2. Methodology

2.1. Problem Formulation

End-to-end ST aims to directly translate speech sig-
nal sequence s =

(
s1, . . . , s|s|

)
in source language
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Figure 1: (a) Overview of model structure. Our model comprises a pre-trained NMT model and a pre-
trained acoustic model, wav2vec 2.0, with a CNN length adapter. (b) The encoder of PETL-ST. We add
the prefix for Self-Attention and the parallel adapter for FFN in Encoder. (c) The decoder of PETL-ST. We
add the prefix for Cross-Attention and the parallel adapter for FFN in Decoder.

to the text y =
(
y1, . . . , y|y|

)
in another language.

ST corpus usually has transcripts of the source
language speech x =

(
x1, . . . , x|x|

)
, which can be

denoted as DST = {(s,x,y)}. And MT corpus can
be denoted as DMT = {(x,y)}.

2.2. Model Architecture
As Figure 1(a) illustrates, our model has a pre-
trained MT model and a pre-trained acoustic model.
We keep the parameters of each pre-trained model
frozen and fine-tune on the downstream ST task.
Pre-trained MT model We introduce a large
Transformer-based (Vaswani et al., 2017) MT
model for our framework, which is pre-trained on
external datasets. The detailed configurations can
be seen in Section 3.2.
Pre-trained acoustic model We use Wav2Vec2
(Baevski et al., 2020), which is pre-trained on
large amounts of unlabeled audio data in a self-
supervised manner. The acoustic model extracts
high-level representations from the speech se-
quences s as the audio input of our framework,
which can accept bi-modal inputs.
Length adapter We employ a convolutional sub-
sampler, which consists of a stack of two 1-
dimensional convolution layers, as the length
adapter. As the length adapter is not included in
the pre-trained models, its parameters are tunable
and can be adjusted during fine-tuning.

2.3. Multi-task Objective
Multi-task learning has been proven to improve
speech translation performance (Ye et al., 2021;
Han et al., 2021). Thus, we train MT and ST tasks
jointly. The corresponding speech transcripts are

also used as input for MT training. The training
objective is as follows:

L = LST + LMT (1)

where
LST = −Es,y∈DST logP (y | s)
LMT = −Ex,y∈DMT logP (y | x)

(2)

2.4. Efficient Tuning
The Transformer (Vaswani et al., 2017) block is
the main component of our model. A Transformer
block consists of three main components, Atten-
tion, Feed-Forward Network, and LayerNorm. We
design a parameter-efficient transfer learning frame-
work to adapt each component for the speech trans-
lation task instead of full fine-tuning.

2.4.1. Prefix-tuning for Attention

Instead of fine-tuning all parameters in Attention,
we use prefix-tuning for parameter-efficient trans-
fer learning. Prefix-tuning is a lightweight tuning
method inspired by prompt tuning (Lester et al.,
2021), and it achieves comparable performance in
many generation tasks (Tan et al., 2022). Specifi-
cally, the prefix, a sequence of continuous vectors,
prepends to the original keys K and values V of
the multi-head Attention at every layer. The pre-
fix vectors, PK and PV , are tunable parameters to
modulate the frozen pre-trained model. The for-
mula for a single attention head is as follows:

head i = Attn
(
QWQ

i , K̂WK
i , V̂ WV

i

)
K̂ = Concat (PK ,K)

V̂ = Concat (PV , V )

(3)
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Since our model is trained with multimodal inputs,
we apply modality-aware prefix on the self-attention
of the encoder (including Wav2Vec2.0 encoder
and the pre-trained MT encoder). In the audio en-
coder (Wav2Vec2.0), the audio prefix prepends
to the audio input representation. In the text en-
coder, the text prefix prepends to the text input
representation. We also apply prefix-tuning on the
cross-attention of the decoder. The prefix for cross-
attention prepended to encoder outputs can unify
encoder outputs for translation decoding. Figure
1(b) and 1(c) illustrate the design of PETL-ST for
encoder and decoder.

2.4.2. Parallel Adapter-tuning for FFN

As for FFN, we apply adapter-tuning for parameter-
efficient transfer learning. We follow the design by
Houlsby et al. (2019), of which the adapter con-
sists of two full-connected layers (down-projection
W down and up-projection W up ) with a nonlinear
activation function. And He et al. (2021) has shown
that a parallel adapter is the best option to modu-
late FFN. Thus, we add the adapter for FFN in a
parallel manner as:

hadapter = W up ReLU (W down h)

ĥ = hadapter + FFN (h)
(4)

where h denotes the input of FFN, and ĥ denotes
the “adapted” output.

2.4.3. LayerNorm

LayerNorm contains very few parameters trained
based on the statistics of the data used in pretrain-
ing. It’s necessary to finetune these parameters dur-
ing transfer learning for speech translation. Thus
we make LayerNorm parameters tunable.

3. Experiments

3.1. Datasets
ST datasets We conduct our experiments on MuST-
C, a multilingual speech translation dataset. MuST-
C (Di Gangi et al., 2019) contains eight translation
directions from English to different target languages.
We focus on four translation directions language:
EN→DE (German), ES (Spanish), FR (French),
and RU (Russian).
MT Datasets To obtain well-trained pre-trained MT
models for downstream ST, we first pre-train an MT
model on an external MT dataset for each trans-
lation direction. In our experiments, we use WMT
(Bojar et al., 2016) as the external datasets for pre-
training MT models following Fang et al. (2022).
Table 1 shows detailed statistics of all datasets.

Table 1: Statistics of all datasets.
ST (MuST-C) MT

En → hours #sents name #sents
De 408 234K WMT16 4.6M
Fr 492 280K WMT14 40.8M
Ru 489 270K WMT16 2.5M
Es 504 270K WMT13 15.2M

3.2. Experimental Setups
Model Configuration For the pre-trained acoustic
model Wav2vec2.0, we use the base configuration
in (Baevski et al., 2020), which is only pre-trained on
Librispeech without ASR finetuning 1. For the pre-
trained MT model, we use the large configuration
transformer-based MT model. We also conduct ex-
periments with the base configuration transformer-
based MT model and discuss the effect of model
capacity in the analysis section. The base configu-
ration transformer MT model has Ne = 6 encoder
layers and Nd = 6 decoder layers.

The detail settings of parameters-efficient tun-
ing are as follows: As for prefix-tuning, since the
length adapter is a 4× downsampling, the length of
prefix vectors prepend to Wav2vec2.0, and the MT
model is 4:1. Our experiments use the prefix length
|Pmt| = 50 for MT model, as well |Pwav| = 200 for
Wav2vec2.0 transformer encoder. Following pre-
vious work, we use a large feed-forward neural
network to reparametrize the prefix vectors. As for
adapter tuning, the bottleneck of two full-connected
layers has 256 hidden units. We implement our
models in Fairseq (Ott et al., 2019).
Experimental Configuration In MT pretraining,
the learning rate is 7e-4, and each batch consists
of 33k input tokens. In fine-tuning, the learning rate
is 1e-3, and each batch comprises 16M source au-
dio frames. The dropout is set to 0.1, and the value
of label smoothing is 0.1. For the full fine-tuning as
the comparison, the learning rate is set to 1e-4, and
other settings are the same as parameter-efficient
fine-tuning. We use beam search for decoding with
a beam size of 5. We compute case-sensitive deto-
kenized BLEU (Papineni et al., 2002) for evaluation
using sacreBLEU2 (Post, 2018).

4. Results and Analysis

4.1. Results on MuST-C Dataset
Table 2 shows the results on the MuST-C
tst-COMMON set. Our method surpasses the strong

1https://dl.fbaipublicfiles.com/fairseq/
wav2vec/wav2vec_small.pt

2https://github.com/mjpost/sacrebleu, BLEU Sig-
nature: nrefs:1 | bs:1000 | seed:12345 | case:mixed |
eff:no | tok:13a | smooth:exp | version:2.0.0

https://dl.fbaipublicfiles.com/fairseq/wav2vec/wav2vec_small.pt
https://dl.fbaipublicfiles.com/fairseq/wav2vec/wav2vec_small.pt
https://github.com/mjpost/sacrebleu


12595

Table 2: Case-sensitive detokenized BLEU scores
on MuST-C tst-COMMON set. #Params. denotes the
number of tunable parameters during training.

Models #Params. BLEU
De Es Fr Ru

W2V2-Transformer 156M 26.9 30.0 36.6 17.3
LNA 138M 27.7 31.7 38.4 17.9
PETL-ST 35M 27.9 31.7 38.7 18.0

Table 3: Ablation results on MuST-C En-De
tst-COMMON set. “#Params.” denotes the number
of tunable parameters during training.

Models #Params. BLEU (En-De)
PETL-ST 35M 27.85
w/o LayerNorm 27.73

Prefix-tuning-ST 17M 26.90
w/o LayerNorm 26.51

Adapter-tuning-ST 27M 27.57
w/o LayerNorm 27.54

Full Fine-tune 477M 27.82

baseline W2V2-Transformer (Fang et al., 2022) with
only 20% trained parameters. The performance
gains are proportional to the amount of pre-training
MT data. It shows that our method can leverage MT
efficiently for modality transfer learning and achieve
comparable results in the speech translation task.
As for the comparison with LNA fine-tuning (Li et al.,
2021), our approach is more parametric efficient
and better leverages the pre-trained model achiev-
ing better performance.

4.2. Ablation Studies
To explore the effect of each component, we con-
duct ablation studies on En-De direction. We refer
to PETL-ST without adapter as prefix-tuning-ST and
PETL-ST without prefix as adapter-tuning-ST. As
shown in Table 3, prefix-tuning-ST achieves 95%
performance with 3.6% trained parameters. And
adapter-tuning-ST almost matches the results of
full fine-tuning with only 5.6% trained parameters.
And LayerNorm shows significance in our proposed
method. Our method PETL-ST achieves a slight
performance gain compared with full fine-tuning,
which may be attributed to the over-fitting caused
by the full fine-tuning of a large transformer.

4.3. Effect of Model Capacity
We conducted experiments to analyze the impact
of model capacity. We apply PETL-ST approach
to both base and large configuration MT models.
The results are presented in Figure 2. PETL-ST
applied to the base configuration did not achieve
the same level of performance as full fine-tuning,
which suggests that a larger model capacity plays a
crucial role in achieving parameter-efficient tuning.

Base Large
Model Capacity

20

22

24

26

28

30

BL
U

E

26.82

27.85
27.3

27.82

PETL-ST
Full Fine-tune

Figure 2: Effect of Model Capacity. Base and large
refer to configurations of the pre-trained MT model.
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Figure 3: Comparison of Full fine-tuning and PETL-
ST in low data resource setting. Base and large
refer to configurations of the pre-trained MT model.

4.4. Low-resource Setting
To evaluate the data efficiency of PETL-ST, we con-
duct experiments in a low-resource setting. MuST-
C En-De contains 408 hours of data, with 234K
manual transcriptions and translations at the sen-
tence level. We sample 3k to 50k utterances as the
train set to simulate the low-resource setting and
use the original dev set, and tst-COMMON set for eval-
uation. In Figure 3, we compare PETL-ST with full
fine-tuning strategies in base and large model con-
figuration. Our PETL-ST shows excellent data effi-
ciency and the relative performance gain becomes
more significant as the data resources decrease.
In extremely low resources setting (3k utterances,
less 2% of the total), full fine-tuning of a large model
fails to train, while PETL-ST still achieves accept-
able performance (14.30 BLEU). PETL-ST is an
effective approach to exploiting large pre-trained
models, especially in highly low-resource settings.

5. Conclusion

PETL-ST is an efficient fine-tuning method for ST.
The proposed method leverages trainable prefixes
and adapters to modulate sub-layers in transformer
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while preserving the original parameters of the pre-
trained models as much as possible. Through
experiments and analysis, we demonstrate that
PETL-ST achieves promising performance, includ-
ing remarkable data efficiency, by harnessing the
powerful capabilities of pre-trained models.

6. Ethics Statement

Speech translation is an essential task of spo-
ken language processing. This research paper on
speech translation adheres to the highest ethical
standards and considers the ethical implications
and responsibilities. All speech and text data col-
lected for this study were anonymized and treated
with strict confidentiality. Personal identifying in-
formation such as names or contact details were
removed or replaced with pseudonyms to ensure
participant anonymity. We do not see any signifi-
cant ethical concerns.
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