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Abstract
Modeling interlocutor information is essential towards modeling multi-party conversations to account for the presence
of multiple participants. We investigate the role of including the persona attributes of both the speaker and addressee
relevant to each utterance, collected via 3 distinct mock social media experiments. The participants were recruited
via MTurk, and were unaware of the persona attributes of the other users they interacted with on the platform.
Our main contributions include 1) a multi-party conversation dataset with rich associated metadata (including
persona), and 2) a persona-aware heterogeneous graph transformer response generation model. We find that
PersonaHeterMPC provides a good baseline towards persona-aware generation for multi-party conversation model-
ing, generating responses which are relevant and consistent with the interlocutor personas relevant to the conversation.

Keywords: multi-party conversation, dialogue systems, group conversation modeling

1. Introduction

Research in the field of natural language genera-
tion (NLG) has often focused mainly on two-party
dialogue modeling, with recent advances showcas-
ing capabilities in a hitherto unforeseen manner. A
notable challenge has been modeling multi-turn dia-
logues owing to their non-sequential conversational
flows and ambiguity during turn-taking, and model-
ing speaker information such as persona attributes,
towards more consistent and relevant response
generation (Ni et al., 2023; Zhang et al., 2018c; Li
et al., 2016).

Conversations with more than 2 participants, or
multi-party conversations (MPCs), are just as preva-
lent in everyday life, and research in modeling
MPCs has seen a recent rise. The presence of
multiple participants poses new and interesting
challenges for MPC modeling. While the need to
account for initiative taking is similar to multi-turn
two-party modeling, MPCs require accounting for
speakers and addressees for each turn. Most re-
cent research has focused on modeling 1) speaker
and addressee information (Qiu et al., 2020), 2)
response selection (a retrieval task) (Lowe et al.,
2015; Wu et al., 2017; Zhou et al., 2018; Tao et al.,
2019; Gu et al., 2020; Jia et al., 2020; Wang et al.,
2020) or response generation (a generation task)
(Zhang et al., 2018a; Liu et al., 2019; Hu et al.,
2019; Gu et al., 2022) with some papers 3) jointly
modeling both (Ouchi and Tsuboi, 2016; Zhang
et al., 2018b; Le et al., 2019; Zhang et al., 2018b;
Gu et al., 2021). It has been shown that modeling
interlocutor (or user, used interchangeably in the
paper) information often outperforms standalone re-
sponse selection or generation tasks. However, the
investigation of how attributes related to the users -
such as persona - might affect the response gen-
eration capabilities for MPCs has been limited (Ju

et al., 2022). Thus, we aim to study the effect of in-
cluding speaker and addressee personas towards
response generation for multi-party conversation
modeling.

Specifically, we study how user attributes such
as race, gender, leaning, and behavior type on
social media might contribute towards generating
responses that are more relevant and consistent in
keeping with the involved interlocutors We present
PersonaHeterMPC, based on HeterMPC (Gu et al.,
2022) towards this task (Section 4). We follow au-
tomatic evaluation strategies similar to HeterMPC
(Gu et al., 2022), adding human evaluations not just
for checking 1) relevance, 2) fluency and 3) infor-
mativeness of the response (similar to HeterMPC)
but also appointing scores for 4) initiative-taking (to
check whether the response helps move the conver-
sation along), 5) thread response appropriateness
(to check whether the response is relevant for the
thread within the conversation), and 6) persona-
relevancy (whether the response is relevant ac-
cording to the speaker and addressee personas).
Our main contributions include 1) a persona-aware
multi-party conversation dataset and 2) a persona-
aware response generation model which utilizes
heterogeneous graph transformers.

2. Related Work

We begin with related work towards response gen-
eration in MPC modeling, then focus on persona-
level datasets and existing work in persona MPC
modeling. We limit discussion to research focused
solely on MPC modeling since it is more central
to our goal than the substantial work on persona
related two-party dialogue modeling.

Response Generation. Zhang et al. (2018a)
propose a tree-based model frame for structure-
aware group conversations, organizing the group
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conversation as a tree with different branches in-
volving multiple conversation threads. They utilize
hierarchical encodings with the Seq2Seq encoder-
decoder model (Sutskever et al., 2014) imple-
mented with GRUs (Chung et al., 2014). They
outperform approaches evaluated on two-party di-
alogue modeling with the Ubuntu Corpus (Lowe
et al., 2015). Liu et al. (2019) propose incorpo-
rating Interlocutor-aware Contexts into Recurrent
Encoder-Decoder frameworks (ICRED), leveraging
an addressee memory mechanism to enhance con-
textual interlocutor information for the addressee,
predicting both speaker and addressee when gen-
erating responses. Comparison of ICRED with
other research is difficult owing to evaluation on
differing datasets, but the authors find that it out-
performs two-party dialogue models Seq2Seq, Per-
sonaModel (Li et al., 2016), and VHRED (Serban
et al., 2017) on their dataset. Hu et al. (2019) gener-
alize existing sequence-based models to a Graph-
Structured neural Network (GSN) for dialogue mod-
eling, using a graph-based encoder that can model
the information flow. They utilize the Ubuntu Cor-
pus and find that GSN outperforms Seq2Seq and
HRED (Serban et al., 2016) (succeeded by VHRED
(Serban et al., 2017)), both trained towards two-
party dialogue modeling. Recently, (Gu et al., 2022)
present HeterMPC, a heterogeneous graph trans-
former for MPC response generation, with 2 types
of nodes representing utterances and interlocutors,
and 6 meta-relations node-edge-type-dependent
parameters to characterize the heterogeneous in-
teractions. They evaluate over the Ubuntu Corpus
outperforming Seq2Seq (Sutskever et al., 2014),
Transformers (Vaswani et al., 2017), and GSN by a
statistically significant margin. We base our model
architecture on HeterMPC owing to its performance
compared to previously proposed approaches to
model persona-level attributes (Section 4).

Modeling persona attributes. Persona related
research in MPC modeling is limited, with Person-
aTKG (Ju et al., 2022) being the only proposed
model to the best of our knowledge. They uti-
lize hierarchical encoding, with the utterance en-
coder consisting of word-level and sentence-level
encoders with bidirectional GRUs. They model
utterance and persona nodes in a homogeneous
manner, with the dialogues concatenated to rep-
resent a vertex in the graph. The edges model 3
relationships, between 1) an utterance and its reply
(and vice versa), 2) between the persona of the
speaker and all the utterances that belong to the
persona of the speaker, and 3) between utterances
that belong to the same speaker. The model is eval-
uated on HLA-Chat++1, a dataset created by the au-
thors, and compared with Seq2Seq, DialogueGCN

1https://github.com/NEU-DataMining/HLA-
ChatPlusPlus

(Ghosal et al., 2019), SIRNN (Zhang et al., 2018b),
and PostKS (Lian et al., 2019), outperforming the
models (which are modified to include persona rep-
resentations to allow comparisons).

It is important to note that PersonaTKG follows
a different modeling approach than our main aim.
They utilize Graph Convolutional Networks (GCNs),
whereas HeterMPC (and thus our model) utilize
Transformers and (heterogeneous cross) attention,
which have been shown to be more effective for
modeling textual information. A closer look at the
dataset they utilize (HLA-Chat++) also reveals that
extracting relevant fields towards modeling is not
straightforward (refer to Table 4), and scripts for
performing this are not provided, making it difficult
to utilize the dataset towards our task. Furthermore,
while HLA-Chat++ is similar to our dataset in terms
of informal conversations, it is a scripted dataset,
whereas our study requires a real-world unscripted
dataset for open domain conversation modeling.

Exp 1 Exp 2 Exp 3

Time Apr 2021 Oct 2021 Mar-Apr 2022
Race 80% W, 20% M 77% W, 23% M 81% W, 19% M
Gender 50% F, 49% M, 1% O 57% F, 42% M, 1% O 52% F, 47% M, 1% O
Leaning 51.5% L, 42.5% C, 6% I 42% L, 41% C, 17% I 51% L, 44% C, 5% I

Table 1: Data collection statistics - Race is white
(W), minority (M); Gender is female (F), male (M),
other (O); Leaning is conservative (C), liberal (L),
Independent (I). Categories have been crudely sim-
plified for modeling.

Our search for MPC with persona-level attributes
thus continues with a recent survey on this topic
(Mahajan and Shaikh, 2021), which lists two rele-
vant corpora. The FriendsPersona corpus (Jiang
et al., 2020) does not provide user level personas
and the TEAMS entrainment corpus (Litman et al.,
2016) does not provide the explicit speakers and
addressees of each utterance in the conversation.
Another corpus which could be useful is the Per-
sonaChat corpus (Zhang et al., 2018c), however
this also does not have conversation level data
with defined speakers and addressees, and corre-
sponding personas. Our modeling task involves
utterance-level speakers and addressees, along
with their personas (which are a constant prop-
erty of the user). This property is not available
for these datasets - another reason we collect and
create our dataset (Section 3). We also consid-
ered MultiLIGHT (Wei et al., 2023), consisting of
fantasy-based triadic conversations, but this meant
limiting the modeling to triadic conversations, and
limited personas which were not reflective of online
personas. Lastly, there was the possibility of syn-
thetically generating conversations as presented in
PLACES (Chen et al., 2023), and we consider this
method future work to bolster datasets.

Evaluation. Evaluation strategies for NLG have

https://github.com/NEU-DataMining/HLA-ChatPlusPlus
https://github.com/NEU-DataMining/HLA-ChatPlusPlus
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been a hot and debated topic for a long time
(Howcroft et al., 2020; Agarwal et al., 2020). The fo-
cus has remained on two-party dialogue modeling
generations, with benchmarks proposed towards
improving comparisons across research to place
progress better (Gehrmann et al., 2021; Liu et al.,
2021). However, research on this front quite of-
ten does not include multi-party response genera-
tion, and although the difference in generating utter-
ances is not be very different, (Mahajan et al., 2022)
point to the shortcomings in existing MPC modeling
research when it comes comparing performance
across work. We ensure to utilize the evaluation
methods proposed in HeterMPC for consistency
in reporting (Section 5), and report additional hu-
man evaluation metrics towards multi-party specific
challenges.

Exp Total Annotated by Behaviors

No.Users Avoiders Expressors Spectators Suppressors

1 121 flan-t5-xxl 7 62 41 11
Manually corrected 18 76 19 8

2 140 flan-t5-xxl 7 70 46 17
Manually corrected 12 91 23 14

3 182 flan-t5-xxl 10 102 66 4
Manually corrected 23 111 38 10

Table 2: User behavior annotation statistics

3. Dataset

For the purposes of our experiment, we require a
controlled environment where we can ask for ex-
plicit consent to collect data, and collect persona-
level attributes of the participants and connect the
personas with their social media posts in differing
environments. These experimental conditions are
difficult to collect via existing social media platforms,
and thus we utilize a mock social media platform
(Mahajan et al., 2021) (Section 3.1). We derive
automatic annotations based on the behaviors ex-
hibited by the users on the platform, which add to
the users’ persona behaviors (Section 3.2). We
conclude with Section 3.3.

3.1. User Experiment Setup
We simulate a mock social media network environ-
ment for collecting data to enable the observation
of users in differing environments. We collect data
over 3 distinct experiments for this IRB approved
study to ensure diversity in the topics being dis-
cussed. We follow guidelines listed in (Mahajan
and Shaikh, 2021) towards dataset creation, and
make sure to remove personally identifiable infor-
mation (PII) before utilizing the dataset. Much of
our data collection efforts were underway during
the COVID-19 pandemic, and our efforts towards
equitable distributions in our participant pool were
difficult (Table 1). Moreover, many conversations
on the platform tended to focus around this topic.

A larger team comprising of interdisciplinary re-
searchers was involved to ensure participation on
the platform that reflected the behaviors observed
in emotional firestorms. The research team col-
lected informed consent from all participants, which
included details of how the data could be utilized
in related research.

Utilizing Community Connect (Mahajan et al.,
2021), we construct a structured social network with
roughly 15 sub-groups within the network. Each
group is designed such that it is either heteroge-
neous (good mix of liberal and conservative leaning
users around 50-50) or homogeneous (overall lib-
eral or conservative leaning around 80-20). The
social network is connected via bridge users, which
connect groups in differing ways (e.g. connecting
a heterogeneous group to a homogeneous liberal
leaning group). For the scope of this paper, qual-
itative findings from the data collection and user
behaviors are considered future work.

Instruction: Classify User1 into one of the 4 categories
as defined below:
Spectators: <definition>
Expressors: <definition>
Avoiders: <definition>
Suppressors: <definition>
User1: I still don’t think we should have to have proof
of vaccinations to go anywhere, when masks were supposed
to be working all along.
User2: You already need proof of several other vaccina-
tions in order to attend school, go abroad, or work in
certain fields.
User1: That is true but this is slightly different, it’s
too new for some

Figure 1: Zero-shot prompt example to generate
annotations for each user using flan-t5-xxl

3.2. Social Media Behavior Categories
and Annotation Methodology

One of the motivations for our study is to study how
providing persona inputs can generate responses
tailored to a specific behavior for participating in the
MPC. We focus on 4 main categories of behaviors
that are observed during an emotional firestorm -
Spectators, Expressors, Avoiders, and Suppres-
sors (Gross, 1998).

Spectators are defined as participants who prefer
to observe emotional conversations unfolding, and
utilize social media as a place to obtain informa-
tion from or a place to keep in contact with family
and friends not share firestorm content. Expressors
tend to utilize social media to seek, process, and ex-
press emotions. They find the spread of emotions
to be a positive goal in and of itself, and often can
be seen to spread content based upon its connota-
tion of being “powerful” or because it “needs to be
heard.” They are much less likely to consider social
media any different a place to engage in firestorm
content than a real world conversation. Avoiders
are discerning and cautious in their emotion shar-
ing on social media, preferring to discuss difficult
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topics but mainly sharing content they find posi-
tive, unifying, or productive. Suppressors suppress
overly emotional content on social media during
a firestorm, viewing intense emotion expression
on social media (and hence Expressors’ posts) as
orthogonal to productive discourse. Critically, in-
stead of avoiding emotional social media content
like the Avoiders, they actively engage in discourse
with Expressors by attempting to advance facts and
advocate for suppressing the emotion expression.

We utilize flan-t5-xxl (Chung et al., 2022)
owing to its performance towards similar classifica-
tion tasks (Chia et al., 2023), to ease the compu-
tational burden on our annotators and reduce the
time required to gather annotations. We use zero-
shot prompts to generate annotations reflecting the
typical behavior of each user (Figure 1). We exper-
iment with prompt variations, most notably trying
to generate annotations for all users at once, but
find that the model performs more deterministically
when users are explicitly mentioned.

Statistic Exp 1 Exp 2 Exp 3

Conversations > 5 utterances 550 563 720
Total no of turns 6384 5242 9845
Avg turns per conversation 11.61 9.31 13.67
Total no of tokens 97142 83995 144615
Avg tokens per turn 15.22 16.02 14.69
Avg tokens per conversation 15.71 15.55 14.34
Vocab size 9039 8520 11047
Total users 122 144 187
Avg users in conversation 6.55 6.75 9.41

Table 3: Final dataset statistics

Once the annotations are generated for each
user, they are manually checked for accuracy by
2 graduate student annotators. On average, they
find 70.1% annotations reflect the user behavior
well, whereas 29.9% annotations are modified to
reflect user behavior better. The statistics for the
annotations for each category are provided in Table
2. When asked whether the flan-t5-xxl were
helpful, the annotators claimed that the automatic
annotations provided a good baseline which made
their task easier and faster. It is worth noting that
Expressors form a clear majority of behaviors in
our experiments, whereas Suppressors are fewer in
number. Most users classified as Avoiders did not
post much during the entire experiment, whereas
those classified as Spectators preferred engaging
with non-political content.

3.3. Dataset Discussion
The data from each experiment is collected into
a common dataset, of which 20% (521 conversa-
tions) is randomly sampled as test data, 15% (313
conversations) is randomly sampled as validation
data, and the remaining 65% (1766 conversations)
is used as training data (more statistics in Table
3). The dataset is available upon request2, with ac-

2https://forms.gle/NCgc62aYUrb9SGuX8

cess contingent upon approval. Refer to Table 4 for
details of how we construct the final data utilizing
Community Connect fields.

Input field for
modeling

Description Field from Community Connect

context All utterances in the conversa-
tion, other than the utterance
to be generated

Text from body of posts, except the one to
be generated

relation_at List of lists which describes
how each context utterance
is related to its parent in the
conversation graph

Determined by computing the utter-
ance_turn based on parent_id and
feed_id

ctx_spk Relative IDs of the speakers
of the utterances in the con-
text

Determined by taking the user_handle of all
the speakers in the context, and computing
their user ID for the conversation

ctx_adr Relative IDs of the ad-
dressees of the utterances in
the context

Determined by taking the user_handle of
all the addressees in the context, and com-
puting their user ID for the conversation

answer Utterance to be generated Text from body of posts to be generated
ans_idx The position of the node

where the response will be
added into the graph

Determined by computing the utter-
ance_turn based on parent_id of the
utterance to be generated

ans_spk Relative ID of the speaker of
the utterance to be generated

Determined by taking the user_handle of
the speaker of the utterance to be gener-
ated, and computing their user ID for the
conversation

ans_adr Relative ID of the addressee
of the utterance to be gener-
ated

Determined by taking the user_handle of
the addressee of the utterance to be gen-
erated, and computing their user ID for the
conversation

ctx_spk_persona List of personas for each
speaker in context

Compiled from user survey

ctx_adr_persona List of personas for each ad-
dressee in context

Compiled from user survey

ans_spk_persona Speaker persona of utterance
to be generated

Compiled from user survey

ans_adr_persona Addressee persona of utter-
ance to be generated

Compiled from user survey

Table 4: Input fields required for modeling, and how
they were derived from the dataset collected via
Community Connect

4. Response Generation Model

Owing to the capabilities of HeterMPC3 (Gu et al.,
2022) in 1) modeling the MPC as a heterogeneous
conversation graph (Hu et al., 2019), 2) response
generation of an utterance anywhere in the graph,
and 3) support for utilizing the attention mechanism
and Transformers for modeling (Hu et al., 2020),
we base our model on it (Section 4.1). We utilize
HeterMPC given its performance towards model-
ing the Ubuntu corpus (Lowe et al., 2015) - which
has similar properties in terms of informal, asyn-
chronous conversations. We approach multiple
persona modeling techniques, and discuss the im-
plications (Section 4.2).

4.1. Background
A heterogeneous graph G(V, E) is used to model
the relationships between V nodes (which are
utterance M or interlocutor I type) with E
edges. E = {ep,q}M+I

p,q=1 is the set of directed
edges, between nodes p and q. Six types
of meta relations {reply, replied-by, speak, spoken-
by, address, addressed-by} describe the directed
edge between two graph nodes (Sun et al., 2011,
2013). If an utterance represented by node n
replies another utterance represented by node m,

3https://github.com/lxchtan/HeterMPC

https://forms.gle/NCgc62aYUrb9SGuX8
https://github.com/lxchtan/HeterMPC
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Figure 2: Example conversation graph. All edges
have bi-directional counterparts.

the edge en,m = reply and the reversed edge
em,n = replied-by. If an utterance represented by
node m is spoken by an interlocutor represented by
node i, ei,m = speak and em,i = spoken-by. If an ut-
terance represented by node n addresses an inter-
locutor represented by node i, en,i = address and
ei,n = addressed-by. In other cases, ep,q = NULL
to indicate no connection between nodes p and
q. These are showcased in Figure 2 with one-way
connections for brevity.

Node initialization. Each node in HeterMPC is
represented as a vector, with utterances encoded
by a [CLS] token inserted at the start of each ut-
terance, and a [SEP] token inserted at the end
(Devlin et al., 2019). The Transformer architec-
ture is utilized to encode and learn contextual rep-
resentations (Vaswani et al., 2017). The calcula-
tion for an utterance at the l-th Transformer layer
is denoted as Hl+1

m = TransformerEncoder(Hl
m),

where m ∈ {1, ...,M} and l ∈ {0, ..., L1 − 1}, L1

denotes the Transformer layers for initialization,
Hl

m ∈ Rkm×d , km denotes the length of an ut-
terance and d denotes the dimension of embed-
ding vectors. Interlocutors nodes are directly repre-
sented with an embedding vector, derived by look-
ing up an order-based interlocutor embedding table
(Gu et al., 2020). Since the order of each inter-
locutor is determined relative to their utterance in
a given conversation, it can be used across train,
validation, and test sets.

Heterogeneous Attention. If (s, e, t) denotes
an edge e connecting a source node s to a target
node t, l-th iteration representations denoted by
hl
s and hl

t. The heterogeneous attention weight
wl(s, e, t) before normalization is calculated as:

kl(s) = hl
sW

K
τ(s) + bK

τ(s), (1)

ql(s) = hl
sW

Q
τ(t) + bQ

τ(t), (2)

wl(s, e, t) = k(s)WATT
es,t q(t)

µes,t√
d
, (3)

where τ(s), τ(t) ∈ {UTR, ITR} distinguish ut-
terance (UTR) and interlocutor (ITR) nodes. Eqs.
1 and 2 are node-type-dependent linear transfor-
mations. Eq. 3 contains an edge-type-dependent
linear projection WATT

es,t where µes,t is an adaptive
factor scaling to attention. All W∗ ∈ Rd×d and
b∗ ∈ Rd are parameters to be learnt.

Heterogeneous Message Passing. When
passing the message of a source node that serves
as a value (V ) vector to a target node, node-edge-
type-dependent parameters are also introduced
considering the heterogeneous properties of nodes
and edges. Mathematically:

v̄l(s) =
(
hl
sW

V
τ(s) + bV

τ(s)

)
WMSG

es,t , (4)

where v̄l(s) is the passed message and all W∗ ∈
Rd×d and b∗ ∈ Rd are parameters to be learnt.

Heterogeneous Aggregation. All source node
messages need to be aggregated for the target
node:

h̄l
t =

∑
s∈S(t)

softmax(wl(s, e, t))v̄l(s), (5)

where S(t) denotes the set of source nodes. The
summarized message h̄l

t is aggregated with the
original node representation hl

t (He et al., 2016)
as:

hl+1
t = FFNτ(t)(h̄

l
t) + hl

t (6)

When stacking L2 iterations, a node can attend
to other nodes up to L2 hops away. The utterance
node update at the l-th iteration is then compressed
by a linear transformation as:

ĥl+1
t = [hl

t;h
l+1
t ]Wcom + bcom, (7)

where Wcom ∈ R2d×d and bcom ∈ Rd are pa-
rameters to be learnt. ĥl+1

t replaces the utterance
representation of [CLS] (i.e., hl

t) in the sequence
representations of the whole utterance. Finally, the
updated sequence representations are fed into the
additional Transformer layer for another round of
intra-utterance self-attention, so that the context
information learnt by the [CLS] representation can
be shared with other tokens in the utterance.

Decoder. The standard Transformer model is uti-
lized to generate responses (Figure 4). The cross-
attention operation over the node representations
of the graph encoder output is performed to incor-
porate graph information for decoding, followed by
a residual connection along with layer normaliza-
tion. The representations for the response to be
generated are masked during training. L3 denotes
the number of decoder layers.
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Figure 3: PersonaHeterMPC, based on HeterMPC (Gu et al., 2022). Model details in Section 4.2. The
colors for the graph relations are coded similar to the relations showcased in Figure 2.

Figure 4: HeterMPC (Gu et al., 2022) Decoder

4.2. Model Architecture

We study two approaches towards persona-aware
generation. Approach 1 involves modeling per-
sonas concatenated with utterance encodings, and
Approach 2 involves modeling personas as new
node types and adding edges to connect them to
utterances (Figure 3).

PersonaHeterMPCconcat. The input encodings
consist of the speaker persona, addressee per-
sona, and utterance encoding. The input thus
changes from being the encoded context H =
{hu1, ...} to also including the persona attributes
H = {(pu1spk, pu1adr, hu1), ...}. Inputs to the
decoder for generation consist of the a concate-
nated vector which includes the speaker persona,
addressee persona, and the [BOS] token D =
{pansspk, pansadr,[BOS]}. The computation for
loss is updated to reflect the persona inputs by
marking their positions with tokens indices set to
[−100], thus not including the inputs towards calcu-
lating the performance of response generation.

PersonaHeterMPCgraph. We create persona
graph nodes and edges that model the relation-

ships of speaker and addressee personas to an
utterance. For heterogeneous graph G(V, E), V
becomes a set of M + I +K nodes. We introduce
four new meta-relations for persona connections
(in addition to the six existing edge types), namely
{utt-to-spk-persona, spk-persona-to-utt, utt-to-
adr-persona, adr-persona-to-utt} along with the
six meta-relations for utterance and interlocutor
edges. If an utterance represented by node n
is spoken by an interlocutor whose persona is
represented by node s, en,s = utt-to-spk-persona
and es,n = spk-persona-to-utt. If an utterance
represented by node n is spoken to an interlocu-
tor whose persona is represented by node a,
en,a = utt-to-adr-persona and ea,n = adr-persona-
to-utt. Since our aim is to study how different
speaker and addressee persona properties affect
response generation, the persona nodes are
initialized by indexing globally over the entire
dataset with a global lookup table, and modeled
with an embedding vector calculated on the basis
of this value.

5. Experiments and Results

To support comparisons in future work, we follow
the evaluation strategies detailed in HeterMPC (Gu
et al., 2022). Similar to previous work (Hu et al.,
2019), we utilize the evaluation package released
by Chen et al. (2015) for BLEU-1 to BLEU-4, ME-
TEOR and ROUGEL. We also perform human eval-
uation to measure 1) relevance, 2) fluency and 3)
informativeness, along with 4) initiative-taking to
check whether the response helps move the con-
versation along, 5) thread response appropriate-
ness to check whether the response is relevant for
the thread within the conversation, and 6) persona-
relevancy whether the response is relevant accord-
ing to the speaker and addressee personas.
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5.1. Response Generation Experiments
Much of the training hyperparameters were set
similar to those of HeterMPCBERT, utilizing bert-
base-uncased pre-trained weights (Wolf et al.,
2020), optimization with AdamW (Loshchilov and
Hutter, 2017), max gradient norm 1.0, layers for ini-
tializing utterance representations (L1) 9, layers for
heterogeneous graph iteration (L2) 3, and number
of decoder layers (L3) 6. The maximum utterance
length was 50, and the max persona length was
set to match this at 50. We also changed the batch
size to 4, and the gradient accumulation steps to 2
(owing to the dataset size). The validation set was
used to select the best model for testing. The de-
coding strategy was changed to sampling instead
of greedy decoding, and we experiment with differ-
ent top_p and top_k values. All experiments were
run on a single A100 GPU. The maximum number
of epochs was set to 30, taking about 8 hours. We
release our code to allow reproduction of our re-
sults. We experiment with HeterMPCBERT (hereto
referred to as HeterMPC in this work) since our
dataset size is much smaller than the Ubuntu Cor-
pus, and the suitability of BERT training towards
our task. We also tried various learning rates, but
found that 6.25× 10−5 performed best. We aim to
experiment with HeterMPCBART in future work.

We experiment with laconic vs descriptive per-
sona attributes, and find that the descriptive per-
sonas perform better. Descriptive personas are
generated using a template. For example, if the per-
sona attributes of a person state “white female
liberal expressor”, the descriptive persona
would translate to “‘I am a white female with a liberal
ideology. I usually prioritize emotional expression
on social media, and view it as a platform to share
powerful and important content.”

5.2. Evaluation
To support comparisons in future work, we follow
the evaluation strategies detailed in HeterMPC (Gu
et al., 2022). Similar to previous work (Hu et al.,
2019), we utilize the COCO evaluation package
(Chen et al., 2015) for BLEU-1 to BLEU-4, ME-
TEOR and ROUGEL. We also perform human eval-
uation to measure 1) relevance, 2) fluency and 3)
informativeness, along with 4) initiative-taking to
check whether the response helps move the con-
versation along (based on subjective measures -
mainly recovery and cooperativity - as discussed in
(Allen et al., 1999)), 5) thread response appropriate-
ness to check whether the response is relevant for
the thread within the conversation, and 6) persona-
relevancy whether the response is relevant accord-
ing to the speaker and addressee personas.

We present the results for three main response
generation experiments in Table 5 - (1) the

original HeterMPC model without persona infor-
mation, (2) persona information modeled along
with utterance encodings (PersonaHeterMPCconcat),
and (3) persona information modeled as graph
nodes with edges connected to utterance nodes
(PersonaHeterMPCgraph).

We find that PersonaHeterMPCgraph performs
better in automatic evaluations. We also utilize
a few other combinations for hyperparameters, no-
tably (top_p = 0.3, top_k = 10) which performs
very well on automatic evaluations for HeterMPC.
However, we find that many generations in these
hyperparameters are NaNs (around 14%). In com-
parison, most generations for the hyperparameters
we report in Table 5 produce fewer NaNs (about
5% to 7%). Thus, we include the generations ob-
tained from these hyperparameters combinations.
Additionally, we recognize that generations might
be affected by responses being images or gifs in-
stead of text, and thus multimodal modeling for
multi-party conversations is part of future work.

We report the average ratings given by two
expert annotators in Table 6. We find that
PersonaHeterMPCgraph performs comparable to
HeterMPC on utterance-level measures (rel-
evance, fluency, informativeness) and better
on conversation-level measures (initiative-taking,
thread relevance, persona relevance). We also cal-
culate Cohen’s κ for interrator agreement, and find
that most scores are either weak or chance agree-
ment. However, this agreement is also reflected
for human ground truth evaluations. This points
to the possibility that the annotation task is highly
subjective, and thus we report the average scores.
Along with the automatic metrics, we hope the aver-
age scores can provide some insight into how the
models perform towards the persona-aware MPC
response generation task. To further investigate
the performance, we conduct case studies on all
models and study the outputs generated manually.

We vary the speaker persona for case studies
(one example is included in Table 7. We find issues
with fluency especially for PersonaHeterMPCconcat
- both HeterMPC and PersonaHeterMPCgraph per-
form better. PersonaHeterMPCgraph responses are
more in keeping with the political and thus emo-
tional charge of the conversation as well as the
speaker persona.

6. Conclusion

We contribute an MPC dataset with persona at-
tributes for each speaker and addressee on an ut-
terance level. We obtain persona information 1) via
surveys during participant recruitment in the mock
social media experiments, and 2) by annotating ob-
served behaviors based on participant interaction
on the platform. We find that zero-shot prompt-
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Model (top_p, Metrics

top_k) BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGEL

HMPC (0.9, 5) 12.091 4.967 2.558 1.701 5.076 9.377
PHMPCc (0.9, 5) 13.118 4.740 2.066 1.121 4.960 6.979
PHMPCg (0.9, 5) 12.784 5.834 3.697 2.859 5.338 9.013

HMPC (0.5, 5) 11.712 4.894 2.940 2.244 4.978 9.612
PHMPCc (0.5, 5) 11.305 4.358 2.068 1.285 4.594 6.574
PHMPCg (0.5, 5) 12.367 5.643 3.652 2.902 5.153 9.020

HMPC (0.9, 10) 11.747 4.696 2.727 1.993 4.869 8.263
PHMPCc (0.9, 10) 12.085 4.125 1.293 0.468 4.452 6.420
PHMPCg (0.9, 10) 11.856 5.009 2.861 2.036 5.052 8.244

HMPC (0.5, 10) 11.396 4.788 2.842 2.126 4.856 9.460
PHMPCc (0.5, 10) 10.533 3.809 1.616 0.961 4.509 6.678
PHMPCg (0.5, 10) 12.473 5.566 3.510 2.725 5.120 8.733

Table 5: Automatic evaluations for PersonaHeterMPC - concat (PHMPCc) and graph (PHMPCg) compared
to HeterMPC (HMPC) with different generation hyperparameters (top_p, top_k) - best values are in bold.

Models Max Human HMPC PHMPCconcat PHMPCgraph

Relevance 1 0.766 0.266 0.133 0.433
Fluency 1 0.966 0.566 0.233 0.466
Informativeness 1 0.8 0.166 0.033 0.000

Utterance-levelavg 3 2.533 1.000 0.400 0.900

Initiative-taking 1 0.700 0.166 0.000 0.100
Thread relevance 1 0.733 0.233 0.133 0.366
Persona relevance 1 0.733 0.366 0.266 0.466

Conversation-levelavg 3 1.466 0.600 0.400 0.833

Table 6: Human evaluation scores (averaged)
for evaluating ground truth (Human), HeterMPC
(HMPC) and PersonaHeterMPC (PHMPC) with ut-
terance encodings and graph based modeling.

ing on instruction trained flan-t5-xxl provides
a great behavior annotation baseline, with manual
checks showing around 70% accuracy for label-
ing. We then study the performance of a response
generation model, focusing on whether providing
personas as inputs leads to an improvement in per-
formance. We find that including persona attributes
as graph nodes improves over HeterMPC trained
without persona attributes.

One area of future work revolves around the
dataset size, which is quite small compared to the
Ubuntu corpus (5̃0x smaller). Similar to social me-
dia, some posts contain images, gifs, and emojis
instead of text, pointing to future work with multi-
modal modeling. Owing to resource and time con-
straints, studies with network structure changes
(L1, L2, L3) also remain next steps. Another area
for future work is to bolster our current dataset by
synthetic MPC generation (Chen et al., 2023).

Limitations

A major limitation of modeling personas in MPC is
the lack of resources which contain all the informa-
tion required for the task. This limitation affects our
work, as the results can only be evaluated over our
collected dataset. Thus, generalization over other
datasets is unknown, making comparisons across
models difficult, and counts as a major limitation

of this paper. Future work in this area would bene-
fit greatly from corpora creation towards this end,
and a diversity in languages and modalities would
contribute greatly to the field.

Another area of future work comprises of exper-
iments with HeterMPCBART, also presented in Gu
et al. (2022). The experiments showcased in this
paper focus on HeterMPCBERT owing to timing and
computation resource constraints. Thus, investi-
gations into utilizing other architectures within the
HeterMPC model, including its ability to utilize large
pretrained language models (PLMs), form another
limitation of this paper. Additionally, investigations
into computational resources form another limita-
tion for this paper, with GPUs required for model
training for an acceptable time frame.

Lastly, there is a need for comparison with large
language model (LLM) capabilities. However, multi-
party support is not native for LLMs, and thus we
focus on utilizing HeterMPC which allows us to
model conversations natively. A future study focus-
ing on adapting LLMs is planned future work, since
it is outside the scope of this work.

Ethical Considerations

We recognize that there is potential for misuse
based on our work. Persona-aware models have
been shown in previous research (and ours) to
perform more in keeping with the expected proper-
ties modeled by the system, which can make them
seem more human and could be deceiving. Given
the political nature of the dataset, there is potential
to provoke emotional firestorms.

However, we also recognize that it could pave
the way forward for more meaningful interactions
in multi-party conversations on social media. Con-
versely, this research could provide a way for emo-
tional regulation, and enhance discussions on so-
cial media by facilitating a more balanced conver-
sation. It is our hope that this research is utilized
in this direction.
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Speaker Addressee Utterance

ID Persona ID Persona ID Parent ID Text

1 white male independent
expressor

-1 - 0 - when you can’t take a joke.... <link>

2 white male liberal expres-
sor

1 white male independent
expressor

1 0 this is a mix of toxic masculinity and privilege (rich
/ famous) on display. the joke was in poor taste -
yes. but resorting to violence to d̈efendÿour wife
from a joke. unacceptable. also, any other person
(not rich / famous) would have been asked to leave
/ arrested.

3 white male liberal expres-
sor

1 white male independent
expressor

2 0 i can only hope that it was a staged event and not
real.

4 white female conserva-
tive expressor

1 white male independent
expressor

3 0 which is why ricky gervais will probably never host
anything again.

5 white male liberal specta-
tor

1 white male independent
expressor

4 1 pathetic display by will smith (Human)

5 white male liberal specta-
tor

1 white male independent
expressor

4 1 i don’t think we have to see how he’re in this is in
a lot of the country. (HMPC)

5 white male liberal specta-
tor

1 white male independent
expressor

4 1 . is a lot of them. (PHMPCconcat)

5 white male liberal specta-
tor

1 white male independent
expressor

4 1 it’s not a good one! (PHMPCgraph)

5 white male liberal expres-
sor

1 white male independent
expressor

4 1 that’s right.. (PHMPCconcat)

5 white male liberal expres-
sor

1 white male independent
expressor

4 1 it’s not a lot of the same thing to be so, but they
are so it. (PHMPCgraph)

5 white male liberal sup-
pressor

1 white male independent
expressor

4 1 that’t....’s not just like a lot, i don’s a lot of the same
people who is. (PHMPCconcat)

5 white male liberal sup-
pressor

1 white male independent
expressor

4 1 it’s just a lot of the real. (PHMPCgraph)

5 white male liberal
avoider

1 white male independent
expressor

4 1 is the time to do. (PHMPCconcat)

5 white male liberal
avoider

1 white male independent
expressor

4 1 they are right! (PHMPCgraph)

Table 7: Case study for comparing ground truth, and generated responses by HeterMPC (HMPC) &
PersonaHeterMPC (PHMPC).
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