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Abstract
Spoken content is abundant – including podcasts, meeting transcripts, and TikTok-like short videos. And yet, many
important tasks like summarization are often designed for written content rather than the looser, noiser, and more
disfluent style of spoken content. Hence, we aim in this paper to quantify the impact of disfluency on spoken content
summarization. Do disfluencies negatively impact the quality of summaries generated by existing approaches? And
if so, to what degree? Coupled with these goals, we also investigate two methods towards improving summarization
in the presence of such disfluencies. We find that summarization quality does degrade with an increase in these
disfluencies and that a combination of multiple disfluency types leads to even greater degradation. Further, our
experimental results show that naively removing disfluencies and augmenting with special tags can worsen the
summarization when used for testing, but that removing disfluencies for fine-tuning yields the best results. We
make the code available at https://github.com/mariateleki/Quantifying-Impact-Disfluency.
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1. Introduction
Spoken content is a popular and natural way
to share information: consider podcasts, meet-
ing transcripts, and voice texts, as well as the
spoken portion of videos shared on platforms
like YouTube. One of the key characteristics
of spoken content – especially in comparison
to written text – is the presence of disfluen-
cies. Indeed, according to the American Speech-
Language-Hearing Association, all speakers are
disfluent at times (American Speech-Language-
Hearing Association, 2023). In comparison to flu-
ency – which refers to “continuity, smoothness,
rate, and effort in speech production” (American
Speech-Language-Hearing Association, 2023) –
disfluency arises through word and phrase repeti-
tion, filler speech (e.g., “uh”), and conversational
speech (e.g., compare reading a book out loud
versus engaging in a normal conversation with its
conversational and disorganized style).
At the same time, many important NLP tasks like
summarization are often designed for written con-
tent rather than the looser, noiser, and more disflu-
ent style of spoken content (Liu and Lapata, 2019;
Lewis et al., 2020; Nenkova and McKeown, 2012;
Nallapati et al., 2016). As a result, the quality
of summaries generated from spoken content can
be degraded. For example, a false start like “My
friend, uh, my boss called …” could lead the sum-
marizer to attribute an action (calling) to the wrong
subject (friend instead of boss). Furthermore, it
is recognized that systems which do not account
for disfluency are particularly unfair to people who
exhibit more disfluent speech (Lloreda, 2020). To-

Figure 1: The three basic disfluency transforma-
tions (repeats, interjections, and false starts) ap-
plied to an example transcript with N = 3.

gether, these challenges mean that special care
should be taken to understand andmitigate the im-
pact of disfluencies on summarization.

Hence, we aim in this paper to quantify the im-
pact of disfluency on spoken content summariza-
tion. Do disfluencies negatively impact the quality
of summaries generated by existing approaches?
And if so, to what degree? Are these impacts com-
mon across different summarization models? And
what impact do different kinds of disfluency have
on summarization? Coupled with these goals of

https://github.com/mariateleki/Quantifying-Impact-Disfluency
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Figure 2: Disfluency structure as defined by
Shriberg (1994). Disfluencies occur in the
reparandum and the interregnum, hence these are
deleted in order to form a fluent sentence from a
disfluent one.

better understanding the impact of different kinds
of disfluent speech, we also investigate two meth-
ods towards improving summarization in the pres-
ence of such disfluencies – (1) repairing the pod-
cast transcripts through deletion of detected disflu-
encies, and (2) adding disfluency tags to detected
disfluent words in the podcast transcripts.
Concretely, we focus in this paper on three types
of speech disfluencies that are common (see Fig-
ure 1) and their impact on summarization: repeats,
interjections, and false starts. A repeat occurs
when a single word is repeated, an interjection oc-
curs when a specific interjection word or two words
(“uh”, “like”, “I mean”, etc.) occurs, and a false start
occurs when the first two words of a sentence are
repeated. We also analyze the impact of the com-
binations of these disfluency types.
We ground our analysis in the largest spoken con-
tent summarization testbed – the Spotify Podcast
Dataset – and analyze the impact of these disflu-
encies on the summarization of podcasts, wherein
a summary is constructed that captures the key
characteristics of the podcast transcripts (Karlbom
and Clifton, 2020; Vartakavi et al., 2021; Rezapour
et al., 2022). As part of our assessment, we con-
sider the top performers at the TREC 2020 Pod-
casts Track (Jones et al., 2020; Rezapour et al.,
2022; Manakul and Gales, 2020; Clifton et al.,
2020) as well as popular approaches like Llama
2-Chat, Pegasus, T5, and BART.
In summary:

• By synthetically varying the presence of these
disfluencies, we explore the spectrum of their
impact on summarization quality over five
state-of-the-art abstractive summarization ap-
proaches. We find that all summarizers are
negatively impacted, even at low levels of dis-
fluency. As disfluencies increase, we find
that Llama 2-Chat, a chat-based model, is the
most resilient off-the-shelf model to disfluency
– however, it also has the worst summariza-
tion performance on the original text. BART,

T5, and Pegasus suffer from worse drops in
performance in the presence of disfluencies
than Llama 2-Chat, but have better perfor-
mance on the original text.

• Second, we explore two strategies to incorpo-
rate disfluency into summarization. We find
that neither of these methods are more effec-
tive for inference than simply using the origi-
nal podcast transcripts. However, when fine-
tuning, utilizing a disfluency detection model
(Jamshid Lou and Johnson, 2020b) to delete
disfluent words, and essentially repair the
podcast transcripts, at training time leads to
an increase in summarization performance.

2. Related Work
Disfluency Structure. Toward modeling speech,
there have been many efforts over the years
to understand and address disfluent speech –
usually, to repair the disfluencies in an effort to
make the speech compatible with existing sys-
tems (Jamshid Lou and Johnson, 2020b; Chaud-
hury et al., 2024; Clark et al., 2020; Rocholl et al.,
2021; Jamshid Lou and Johnson, 2020a; Dong
et al., 2019; Wang et al., 2017). Disfluencies “are
cases in which a contiguous stretch of linguistic
material must be deleted to arrive at the sequence
the speaker ‘intended’,” and occur within a broader
disfluency structure (Shriberg, 1994). As shown
in Figure 2, Shriberg (1994) defines the reparan-
dum, interruption point, interregnum, and repair.
The reparandum and the interregnum are com-
prised of the speech which must be deleted in or-
der to form a fluent sentence. The repair con-
tains the speech which “corresponds to” or is a
“rough copy” of the speech in the reparandum
(Shriberg, 1994; Charniak and Johnson, 2001).
The repair is not deleted, and remains a part of
the intended, fluent sentence. In this paper, we
explore repeats, interjections, and false starts; in
terms of the Shriberg (1994) disfluency structure:
repeats occur within the reparandum, interjections
occur within the interregnum, and false starts oc-
cur within the reparandum. In a general study of
disfluency, it was found that “speech disfluencies
occur at higher perplexities,” and “disfluencies are
more likely to occur before less predictable words”
(Sen, 2020). It is also known that disfluencies can
also be useful for humanmemory, as they can help
“bring attentional focus to immediately upcoming
material” (Diachek and Brown-Schmidt, 2023).

Disfluency Disorders. Fluency disorders (i.e.
stuttering, cluttering) can be a cause of increased
disfluency generation in speech (American
Speech-Language-Hearing Association, 2023).
In industry, Google (2023)’s Project Euphonia
recruits people with disfluent, “non-standard”
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speech (such as from speakers with neurological
diseases, including: Amyotrophic Lateral Sclero-
sis, Parkinson’s Disease, or Cerebral Palsy) to
record their speech in an effort to improve their
automatic speech recognition (ASR) systems
(Venugopalan et al., 2023). Note that while
“[a]ll speakers are disfluent at times,” the occa-
sional disfluency does not constitute a fluency
disorder (American Speech-Language-Hearing
Association, 2023).

Summarization. Automatic summarization of text
is an established natural language processing task
(Liu and Lapata, 2019; Lewis et al., 2020; Nenkova
andMcKeown, 2012; Nallapati et al., 2016). In this
work, we utilize the first minute of transcript text for
the summaries as a simple baseline (Jones et al.,
2020). We also use a specialized podcast sum-
marization model from the TREC 2020 podcast
track (Manakul and Gales, 2020). Additionally, we
select four popular, more generic automatic sum-
marization models: BART (Lewis et al., 2020), T5
(Raffel et al., 2020), Pegasus (Zhang et al., 2020),
and Llama 2-Chat (Touvron et al., 2023).

3. Research Questions
Our focus in this paper is the impact on the down-
stream task of summarization of three types of dis-
fluencies in spoken content: repeats, interjections,
and false starts, as shown in Figure 1. To evalu-
ate the influence of disfluencies in spoken content,
we aim to answer the following two research ques-
tions in our experiments:

• RQ1: How Do Disfluencies Impact Sum-
marization Quality? We synthetically inject
disfluency events (repeats, interjections, false
starts, and their combinations) at a range of
severity levels and measure their impact on
summarization quality.

• RQ2: Can Summarization Quality be Im-
proved By Directly Modeling Disfluency?
We explore the use of a state-of-the-art dis-
fluency detection model (Jamshid Lou and
Johnson, 2020b) to improve the summariza-
tion quality by either (1) removing the disflu-
encies, or (2) tagging the disfluencies.

4. Preliminaries
Podcast Dataset. For all of our experiments, we
adopt the Spotify Podcast Dataset (Clifton et al.,
2020), a collection of around 100,000 podcasts
from Spotify.1 This dataset was originally used
for two tasks from the TREC 2020 Podcasts Track
(Jones et al., 2020): the summarization task and
the segment retrieval task. Specifically, we use

1https://podcastsdataset.byspotify.com/

the test set for the summarization task, which
consists of 1,027 podcasts. For each, we have
the podcast transcript and metadata. The meta-
data includes the Show ID, Episode ID, creator-
provided show description, and creator-provided
episode description. We keep podcasts which
have text occurring in their transcript in the first 60
seconds, which leaves us with 1,020 podcasts.

Disfluency Injection. While the podcasts have
naturally occurring disfluencies, we inject addi-
tional disfluencies towards stress-testing the capa-
bilities of summarization methods. Similar to other
recent works (Wang et al. (2020); Passali et al.
(2022)), we use a rule-based approach to gener-
ate disfluencies. We inject additional instances of
repeats, interjections, and false starts. For each
disfluency transformation, we control the number
of times it occurs with a special parameter N that
we can vary experimentally (see Section 3). The
use of this method means that we can isolate the
impact of various disfluency severity levels on the
summarization systems, as we are simply shifting
the existing disfluency distribution.
The podcast transcripts are timestamped on the
word-level from the ASR system (Clifton et al.,
2020) (Google Cloud, 2023). The summarization
models have a maximum amount of tokens on
which they can operate; in order to ensure that
minimal original text is pushed out of the token
range as a result of our various transformation op-
erations, we experimented with the lengths of the
original transcripts. We found that limiting all of
the podcasts to one minute of text (based on their
word-level timestamps) led to minimal information
loss for feeding into the summarization models.
For the repeats and interjections, we construct
consecutive random subsets of the podcast tran-
script text by iteratively drawing a sample from
X ∼ N (µ = 10, σ = 1) to determine the posi-
tion at which the repeat or interjection term should
be injected into the transcript N times.2 Addition-
ally, in the case of the repeats transformation, the
word is cleaned to maintain correct grammar and
punctuation within the context. The cleaning pro-
cess involves removing punctuation and handling
the casing (uppercasing/lowercasing) of the word.
The various interjections are uniformly randomly
selected from the following list: “uh”, “um”, “well”,
“like”, “so”, “okay”, “I mean”, “you know”.
For the false starts, we construct a new transcript
text by first breaking the original transcript text

2Let’s consider an example: Sentence 1 is 3 words
long; sentence 2 is 16 words long. If the first sample
drawn is 10, then sentence 1 will not contain any in-
jected disfluencies. Thus, not all sentences may receive
a repeat or interjection amplification.

https://podcastsdataset.byspotify.com/
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(a) ROUGE-L over increased N on BART model. (b) ROUGE-L over increased N on
cued_speechUniv2 model.

Figure 3: Disfluency Spectrum Results (increasing from N = 0 to N = 10): Synthetically increasing
the number of disfluencies generally leads to a degradation in summarization quality, as measured by
ROUGE-L.

into sentences using NLTK’s sentence tokenizer.3
Then, sentences which are longer than 4 words
are non-uniformly sampled with 80/20 probabil-
ity with replacement, and the selected sentences
have a false start interjected N times. The false
start consists of the first 2 words of the sentence,
cleaned for casing (uppercasing/lowercasing) and
punctuation.

5. Experimental Settings
5.1. Summarization Models
We consider six summarization models. The first
two are from TREC 2020:

• 1min is a simple baseline that truncates the
podcast transcript to one minute in duration
and directly uses it as a summary. As demon-
strated in (Jones et al., 2020), this method
works well as a baseline.

• cued_speechUniv2 is an ensemble of three
BARTmodels plus a hierarchical model which
filters the transcript text; at TREC 2020 this
was the top-performing summarization model
in the podcast track (Manakul and Gales,
2020).

The next four are widely used and comprehen-
sively evaluated summarization models:

• BART is a sequence-to-sequence model with
a bidirectional encoder and a left-to-right au-
toregressive decoder. It is trained by cor-
rupting documents with an arbitrary noising

3https://www.nltk.org/api/nltk.tokenize.
html

function and then reconstructing the origi-
nal documents by optimizing a reconstruc-
tion loss (Lewis et al., 2020). We use
facebook/bart-large-cnn from Hugging Face.

• T5 is a language model trained in a “text-to-
text” setting – that is feeding text as input and
producing new text as output. It uses unsu-
pervised pre-training to enable the model to
learn from a large amount of unlabeled text
data available on the internet (Raffel et al.,
2020). We use t5-large from Hugging Face.
We prepend the prompt “summarize: ” on all
inputs.

• Pegasus is a transformer-based encoder-
decoder model designed for text summariza-
tion tasks. It includes a new self-supervised
pre-training objective – gap sentence genera-
tion – that encourages the model to generate
accurate and informative summaries (Zhang
et al., 2020). We use pegasus-large from
Hugging Face.

• Llama 2-Chat is a transformer-based large
language model (LLM) which is “optimized for
dialogue use cases” (Touvron et al., 2023). It
is pretrained over a vast amount of cleaned
public data (2 trillion tokens) and with Re-
inforcement Learning with Human Feedback
(RLHF). We use Llama-2-7B-chat from Meta
and Hugging Face. We prepend the prompt
“summarize:” on all inputs.

For each of the summarization models, we used
the large version of them on Hugging Face, and

https://www.nltk.org/api/nltk.tokenize.html
https://www.nltk.org/api/nltk.tokenize.html
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Table 1: Disfluency Transformation Results (fixed atN = 0 andN = 2): difference in means and percent
change in ROUGE-L F1 score (R: Repeats; I: Interjections; F: False Starts. Original: original transcript
without any disfluency transformations). We designate the largest and smallest drops in percent change
(aside from the 1min baseline): bold indicates the largest drop (worst) for each transformation, and
underline indicates the smallest drop (best) for each transformation.

Model N=0 N=2 vs. N=0 R I F I+F R+F R+I R+I+F

1min 0.124 N2 −N0 -0.013 -0.014 -0.004 -0.017 -0.016 -0.026 -0.029
∆ (-10.3%) (-11.6%) (-3.2%) (-14.0%) (-13.0%) (-21.0%) (-23.7%)

BART 0.138 N2 −N0 -0.006 -0.008 0.000 -0.008 -0.008 -0.011 -0.015
∆ (-4.6%) (-5.5%) (-0.3%) (-5.7%) (-6.1%) (-7.6%) (-11.1%)

T5 0.134 N2 −N0 -0.018 -0.010 -0.003 -0.013 -0.018 -0.025 -0.032
∆ (-13.7%) (-7.4%) (-2.4%) (-9.9%) (-13.7%) (-19.0%) (-23.7%)

Pegasus 0.131 N2 −N0 -0.011 -0.014 -0.003 -0.017 -0.014 -0.023 -0.026
∆ (-8.8%) (-10.4%) (-2.6%) (-12.9%) (-10.7%) (-17.2%) (-19.9%)

cued_speechUniv2 0.164 N2 −N0 -0.004 -0.001 -0.001 -0.001 -0.003 -0.002 -0.001
∆ (-2.5%) (-0.8%) (-0.5%) (-0.8%) (-1.9%) (-1.0%) (-0.5%)

Llama 2-Chat 0.129 N2 −N0 -0.001 -0.002 -0.001 -0.002 -0.001 -0.001 -0.002
∆ (-0.6%) (-1.2%) (-1.0%) (-1.6%) (-1.1%) (-1.1%) (-1.5%)

controlled their min_length and max_length gen-
eration parameters, setting them to 56 and 144,
respectively, so that the summaries are directly
comparable with the summaries produced by the
winning models from the TREC Podcasts Track
(Jones et al., 2020; Manakul and Gales, 2020).
Additionally, we set their input max_length to be
1,024, allowing truncation and padding.

5.2. Summary Quality Evaluation
Following the TREC evaluation framework, we
use the creator-provided episode description as
the ground truth summaries4 and evaluate the
performance of the summarization models us-
ing ROUGE scores (Lin, 2004), which are com-
monly used in summarization (Fabbri et al., 2021);
variations of ROUGE scores include ROUGE-1,
ROUGE-2, and ROUGE-L. A low ROUGE indi-
cates that there is little overlap between themodel-
generated summary and the human-created sum-
mary, while a high ROUGE means there is more
overlap, and therefore that the summarization
quality is overall better (Lin, 2004). The TREC
2020 Podcasts Track found that the ROUGE-L
score was correlated with aggregate manual eval-
uation scores, as assessed by human NIST eval-
uators, on a weighted Excellent/Good/Fair/Bad
(EGFB) scale (Jones et al., 2020), hence we re-
port only the F1 scores for ROUGE-L here.

6. RQ1: How Do Disfluencies Impact
Summarization Quality?

First, how much impact do the three disfluency
types have on the performance of automatic sum-

4We perform two key data cleaning steps on both the
summaries and the transcripts: (1) we remove URLs,
and (2) we remove non-ascii characters.

marization models?

6.1. Disfluency Spectrum Results
(increasing from N = 0 to N = 10)

We begin in Figure 3 by showcasing the impact of
disfluencies across the extreme spectrum of dis-
fluency. We consider the three disfluency types –
repeats (R), interjections (I), and false starts (F) –
and their combinations. Here, we vary the N pa-
rameter that controls the degree of disfluency from
N = 0 (the original transcript with no transforma-
tions applied) to N = 10, to reflect scenarios of
extreme disfluency toward stress testing summa-
rization. We consider two representative methods:
BART and cued_speechUniv2. Qualitatively simi-
lar results hold for the other methods.
In Figure 3a, we observe that for low levels of syn-
thetic disfluency augmentation (e.g., forN = 1 and
N = 2) there is a significant drop in summary qual-
ity across nearly all types of disfluency. Increasing
the number of disfluencies continues to degrade
performance with some variability across specific
types of disfluency. We observe that the combina-
tion of all of the transformations, R + I + F, has the
worst overall performance, as it is mostly below all
of the other transformations.
In Figure 3b, we notice that at low levels of dis-
fluency augmentation, there is a drop for many
types of disfluency – however, a few types have
a small increase in performance, and a few types
retain the same performance. As noted below in
Table 1, cued_speechUniv2 is most resistant to
increases in disfluencies. Yet here we observe
that as the level of disfluency increases (to N =
3, 4, 5, . . . , 10), adding additional disfluencies does
lead to drops in summary quality for over half of
the disfluency types. Further, in Figure 3b, we ob-
serve that there are cyclical patterns which occur
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with all of the disfluency transformations. We hy-
pothesize that this may be related to the hierarchi-
cal filtering model which runs before the ensemble
summarization component of this approach (Man-
akul and Gales, 2020) and deserves further study.

6.2. Disfluency Transformation Results
(fixed at N = 0 and N = 2)

Coupled with this extreme stress-testing, we show
in Table 1 the results for all six different summa-
rizers at more moderate levels of disfluency (here
we set N = 2). We again consider the three dis-
fluency types – repeats (R), interjections (I), and
false starts (F) and their combinations versus the
original ROUGE score.
We first observe in Table 1 the values for each
of the six summarizers at N = 0 (no disfluency
augmentation). 1min performs the worst, then
Llama 2-Chat, Pegasus, T5, BART, and finally
cued_speechUniv2 performs the best.
Next, we see that all of the disfluency transforma-
tions (R, I, F, and all of their combinations) lead to
a degradation in summarization performance, with
varying impacts across summarizers. We look at
all the summarizers aside from the 1min base-
line. Focusing on the individual disfluency types,
we see that repeats (R) and interjections (I) lead
to larger drops in ROUGE than false starts (F).
For example, the variation of the models’ drop in
performance for repeats (R) ranges from a 0.6%
drop to a 13.7% percent drop. For interjections
(I), the drops range from 0.8% to 10.4%. For
false starts (F), on the other hand, the drops range
much smaller: from 0.3% to 2.6%. We attribute
this partially to our strict definition of false starts
(which follow on work could explore further), but
also to the ability of multiple repeats and interjec-
tions to confuse the summarization models (e.g.,
in some cases generating summaries almost en-
tirely comprised of repeated words that are less
fluent). Looking at the combinations of disfluen-
cies (I + F, R + F, R + I, R + I + F), we observe
that combinations generally lead to even worse
summarization quality than only individual disflu-
encies. Inserting both repeats and interjections
(R + I) leads to the biggest drops in performance
across all models, when considering pairs of dis-
fluencies. Combining all disfluencies (R + I + F)
leads to the most degradation for all five sum-
marizers in terms of summarization performance,
ranging from 0.5% to 23.7% drop.
Now turning to specific summarization models,
we see that the TREC 2020 top performer,
cued_speechUniv2, and Llama 2-Chat are the
most resilient to the various disfluency transfor-
mations, as they incur the least drop in perfor-
mance – both in terms of percentage drop and

absolute ROUGE-L score. T5 and Pegasus are
the least resilient, as they incur the largest drops.
BART sustains moderate drops in performance
across the disfluency transformations. We hypoth-
esize that this difference in performance has to
do with the data that these models were trained
on: Llama 2-Chat was trained on chat data, and
cued_speechUniv2 was fine-tuned on the podcast
transcripts. Hence, they are more resilient to dis-
fluencies, as their pre-training data is in-domain.
Overall, disfluencies degrade the quality of the
summaries, even at a moderate level of disfluency
(i.e., N = 2), and models which are trained on in-
domain, spoken or chat data are more resilient to
disfluencies, both in terms of percentage dropped
and absolute ROUGE-L score.

7. RQ2: Can Summarization Quality
be Improved By Directly Modeling

Disfluency?
Given the impact of disfluency on summarization
quality, we next investigate two straightforward
approaches to incorporate evidence of disfluency
into the summarizer. Specifically, we investigate
the following two approaches as ways to improve
BART, T5, and Pegasus’ ROUGE-L summariza-
tion performance on the podcast transcripts based
on the output of the SOTA disfluency annotation
model from Jamshid Lou and Johnson (2020b):

• Repairing: Removal of Disfluent Words.
This approach involves simply removing
words marked as disfluent by a disfluency an-
notation model. Because this approach is
a pre-processing step, it can be easily inte-
grated into existing summarization systems.

• Tagging: Adding Disfluency Tokens. This
approach adds disfluency tags (<DIS> and
<\DIS>) around words marked as disfluent by
the disfluency annotation model. We hypoth-
esize that with more information about disflu-
encies – in the form of tags – the model can
better understand which words are more or
less important for conveying the key informa-
tion to the summarizer.

We select BART, T5, and Pegasus due to their
time and memory efficiency. Additionally, they
sustain the largest decreases in RQ1 (Table 1), so
investigating their repair is valuable.

7.1. Disfluency Annotation Model
Both of these approaches (repairing and tag-
ging) involve modification at the word-level. From
Jamshid Lou and Johnson (2020b), we use their
state-of-the-art disfluency annotation model that is
a self-attentive, self-trained constituency parser,
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performing both disfluency annotation and syntac-
tic parsing.
Themodel works by performing span classification
on all possible spans in a string, for all possible po-
sitions in the string starting from position i to posi-
tion j. Each span, from position i to position j, is
assigned a label l, based on which label l receives
the highest score s(i, j, l) for that span. s(T ), then,
is the overall score for the parse tree (Stern et al.,
2017; Kitaev and Klein, 2018), as shown in Equa-
tion 1.

s(T ) =
∑

(i,j,l)∈T

s(i, j, l) (1)

The best parse tree for a sentence, then, (out of all
the possible parse trees) is the parse tree which
receives the highest score for the sentence, as
shown in Equation 2. Thus, the model outputs dis-
fluency annotations at the parse tree level and at
the word level. For our experiment, we consider
these word-level annotations,5 where each word
is either fluent or not fluent.

T̂ = argmax
T

s(T ) (2)

There are three types of parsing nodes which
are considered disfluent: EDITED, PRN (paren-
thetical), and INTJ (interjection). The model is
scored in terms of node labels–themodel achieves
the following scores for EDITED nodes (P =
87.5, R = 93.8, F = 90.6), and for EDITED, INTJ,
and PRN nodes (P = 92.5, R = 97.2, F = 94.8)
(Jamshid Lou and Johnson, 2020b). In terms of
our disfluency definitions, “[f]illed pauses and dis-
course markers belong to a finite set of words and
phrases, so INTJ and PRN nodes are trivial to de-
tect” (Johnson and Charniak, 2004; Jamshid Lou
and Johnson, 2020b).

7.1.1. Experimental Details
For both fine-tuning approaches, we fine-tune
BART, T5, and Pegasus on the summarization
task across 5 different seed values for 4 epochs,
with a batch size of 4. All experiments are run
on a single NVIDIA TITAN Xp GPU, and a single
NVIDIA RTX A5000 GPU. We report the average
results across the 5 different seed values.
Training Set. We use a randomly selected 1%
of the podcasts from the Spotify Podcast Dataset
(Clifton et al., 2020) to fine-tune our summariza-
tion models. For the dataset size of 105,360, this
leaves us with approximately 1,053 podcasts in
our uniformly randomly-selected 1% training sam-
ple (there may be less, due to some podcasts not

5Wemodify the code from Jamshid Lou and Johnson
(2020b) to annotate all EDITED, PRN, and INTJ nodes
as disfluent.

having audio, and hence not having a transcript
in their first minute). For our test set, we main-
tain consistency by using the same test set (of
size 1,020) from the TREC 2020 Podcasts Track
(Jones et al., 2020).

7.2. Results

7.2.1. Impact on Quality at Inference Time

How do these two methods impact summarization
quality at inference-time only? In Table 2, we ex-
amine the impact of repairing (removal of disflu-
ent words) and tagging (adding tags <DIS> and
<\DIS> around disfluent words).

We see that simply using the test set as-is
(i.e. without either modification, repairing or tag-
ging) yields the best ROUGE-L, ROUGE-1, and
ROUGE-2 scores in most cases. However, for
Pegasus, utilizing the output of Jamshid Lou and
Johnson (2020b) for the purpose of removing
disfluencies increases the summarization perfor-
mance in terms of the ROUGE-L and ROUGE-1
score at inference time. Thus, Pegasus is more
robust in the face of missing information, and ben-
efits from having the disfluencies removed.

We hypothesize that repairing the transcripts may
not produce the best results in all cases due to
the disfluency annotation model (Jamshid Lou and
Johnson, 2020b) removing words which are not
disfluencies, and therefore removing salient infor-
mation from the models’ input. It makes sense
then that repairing is second to simply leaving the
transcripts as-is. We can also see how tagging
may add additional noise to the input, and there-
fore not yield the best results. All-in-all, leaving the
test data as-is is the best option for BART and T5,
and repairing yields good results for Pegasus.

Table 2: Inference Results. Bold indicates the
best performance for each ROUGE metric. R indi-
cates that disfluencies were removed. T indicates
that disfluencies were tagged at the word-level us-
ing <DIS> and <\DIS>.

Model Test Rouge-L Rouge-1 Rouge-2

BART
testR 0.137 0.211 0.053
test 0.138 0.212 0.054
testT 0.137 0.209 0.052

Pegasus
testR 0.131 0.200 0.047
test 0.131 0.198 0.049
testT 0.113 0.169 0.038

T5
testR 0.133 0.194 0.050
test 0.134 0.199 0.051
testT 0.126 0.181 0.048
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Table 3: Fine-Tuning. R indicates that disfluencies were removed. T indicates that disfluencies were
tagged at the word-level using <DIS> and <\DIS>. Bold indicates the best performance for each ROUGE
metric (ROUGE-L, ROUGE-1, and ROUGE-2).

train test BART T5 Pegasus

R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2

trainR
testR 0.172 0.240 0.085 0.145 0.197 0.059 0.129 0.174 0.049
test 0.177 0.244 0.090 0.146 0.196 0.060 0.131 0.177 0.052
testT 0.174 0.241 0.086 0.148 0.198 0.063 0.096 0.133 0.037

train
testR 0.170 0.236 0.083 0.146 0.198 0.060 0.122 0.165 0.045
test 0.175 0.242 0.088 0.149 0.200 0.062 0.126 0.169 0.049
testT 0.172 0.238 0.085 0.147 0.194 0.065 0.090 0.124 0.032

trainT
testR 0.172 0.238 0.083 0.142 0.193 0.057 0.129 0.193 0.048
test 0.173 0.240 0.085 0.143 0.194 0.057 0.127 0.193 0.047
testT 0.169 0.235 0.081 0.145 0.196 0.058 0.115 0.146 0.038

7.2.2. Impact on Quality with Fine-Tuning
How do these two methods impact summarization
quality with additional fine-tuning? In Table 3 we
examine the impact of repairing (removal of dis-
fluent words) and tagging (adding tags <DIS> and
<\DIS> around disfluent words) the podcast tran-
scripts by ablating the original train and test set,
their repaired versions, and their tagged versions.
First, looking to the rows, we see that there are
two approaches which stand out as being the most
effective: (1) trainR/test, training on the repaired
transcripts and testing on the original, unaltered
transcripts, and (2) train/test, training and testing
on the original transcripts.
In the case of trainR/test in the second row, we
see that BART and Pegasus obtain their maximum
scores across every ROUGE metric – with the ex-
ception of Pegasus’ ROUGE-1 score. We hypoth-
esize that training on the repaired transcripts is
beneficial because the removal of disfluencies al-
lows the model to focus on learning how to sum-
marize spoken content (rather than the written
content that these models were trained on) with-
out the additional noise of disfluencies. However,
at testing time, we hypothesize that the disflu-
ency annotation model (Jamshid Lou and John-
son, 2020b) marks important, salient information
as being disfluent, and it is this information that
is removed, leading to degradation in the summa-
rization quality. Hence, the best choice for the test
set is simply to use it as-is, as to retain all impor-
tant information.
Next, in the case of train/test in the fifth row, we
see that this combination yields top scores as well.
This makes sense, as repairing the transcripts
leads to the loss of information.
Finally, we notice that there are two situations
where utilizing tags is beneficial: the ROUGE-2
score of T5 and the ROUGE-1 score of Pega-
sus. While these specific disfluency tags may not

have been seen in the models’ vast training data,
these models have certainly seen tags before. As
such, we hypothesize that theymay have captured
knowledge of the generic tagging structure, and
thus are able to interpret tags in this context.

8. Conclusion

In this paper, we have studied the impact of dis-
fluencies in spoken content on automatic sum-
marization methods. By amplifying the presence
of three types of disfluency – repeats, interjec-
tions, and false starts – we have explored the
impact of an increasing number of disfluencies
on six different summarization approaches in an
extreme stress-test. We find that summarization
quality degrades with an increase in these dis-
fluencies and that a combination of multiple dis-
fluency types leads to even greater degradation.
We also investigate two approaches to improve
the performance based on a state-of-the-art disflu-
ency detection model from Jamshid Lou and John-
son (2020b), and find that this tool can be helpful
for improving performance in the face of regular,
non-augmented disfluencies.

By diving deeper into the interplay of disfluency
and summarization, we aim in our continuing
work to identify new directions going forward to-
ward improving the quality of summarization as
well as enabling better models of speech itself.
Recent research has indicated that disfluencies
can be helpful for memory (Diachek and Brown-
Schmidt, 2023): that is, interjecting “ums” and
“ahs” can bring extra attention on upcoming ma-
terial. Hence, there may be an opportunity to re-
visit existing summarization models in the context
of better incorporating disfluency as a “feature” for
identifying critical aspects of spoken content.
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9. Limitations
This work considers a limited set of disfluency
types. There are other types of disfluencies which
could be considered as well in addition to the three
we considered in this work. A wider range of disflu-
ency types being systematically studied could be
helpful for creating inclusive technology.
This work considers a limited subset of the pod-
casts from (Clifton et al., 2020). The Spotify Pod-
cast Dataset is a large, heterogeneous dataset.
Therefore, it may be beneficial to investigate per-
formance on different parts of the dataset.

10. Ethical Considerations
One approach investigated in this work involves
deleting disfluencies completely from text data,
which in many applications, could end up treating
disfluent speakers unfairly. In certain systems, it
may be more useful to honor the disfluencies (e.g.,
create a variable which indicates the level of dis-
fluency for a given speaker), and potentially use
them for certain purposes (e.g., so the technology
is accessible to a wide range of speakers). The
treatment of disfluencies should be carefully con-
sidered in the context of the overall system and
done on a case-by-case basis. However, simply
filtering out disfluencies is a cheap alternative that
could make many systems more inclusive.
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