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Abstract
Large language models (LLMs) have demonstrated superior performance to that of small language models (SLM) in
information retrieval for various subtasks including dense retrieval, reranking, query expansion, and pseudo-document
generation. However, the parameter sizes of LLMs are extremely large, making it expensive to operate LLMs stably
for providing LLM-based retrieval services. Recently, retrieval-augmented language models have been widely
employed to significantly reduce the parameter size by retrieving relevant knowledge from large-scale corpora
and exploiting the resulting “in-context” knowledge as additional model input, thereby substantially reducing the
burden of internalizing and retaining world knowledge in model parameters. Armed by the retrieval-augmented
language models, we present a retrieval-augmented model specialization that distills the capability of LLMs to
generate the chain-of-thoughts (CoT) for query expansion – that is, injects the LLM’s capability to generate CoT into a
retrieval-augmented SLM – referred to as RADCoT. Experimental results on the MS-MARCO, TREC DL 19, 20
datasets show that RADCoT yields consistent improvements over distillation without retrieval, achieving comparable
performance to that of the query expansion method using LLM-based CoTs. Our code is publicly available at
https://github.com/ZIZUN/RADCoT.
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1. Introduction

Large language models (LLMs) have achieved dras-
tic improvements in various natural language un-
derstanding and generation tasks, owing to their
knowledge manipulation and reasoning capabilities
(Brown et al., 2020; Chowdhery et al., 2022), in-
voking the breakthrough AI services of ChatGPT
and Bard. Recently, LLMs have also been suc-
cessfully extended to information retrieval, including
dense retrieval (Neelakantan et al., 2022; Ni et al.,
2022), reranking (Sun et al., 2023; Saad-Falcon
et al., 2023), query expansion (Jagerman et al.,
2023), and document expansion (Yu et al., 2023;
Ren et al., 2023; Wang et al., 2023b). These ob-
servable yet unpredictable capabilities of LLMs are
often referred to as emergent abilities, and are usu-
ally not present in small language models (SLMs)
(Wei et al., 2022). Even SLMs that have shown to
perform some difficult tasks are characterized by
qualitatively different behaviors and abilities than
those of LLMs (Wei et al., 2023).

In information retrieval applications, however, it
is impractical to exploit the large model parameters
of LLMs for improving the retrieval performance,
as most retrieval applications must be performed
in real time for hundreds of millions of users si-
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multaneously. Because the parameters of LLMs
are necessary to retain world knowledge, retrieval-
augmented language models have been recently
explored as an alternative approach that stores
world knowledge in external texts, rather than mem-
orizing the knowledge in the model parameters
(Izacard et al., 2023; Khandelwal et al., 2020;
Lewis et al., 2020; Zhong et al., 2022; Borgeaud
et al., 2022a; Wang et al., 2023a). As exempli-
fied by RETRO (Borgeaud et al., 2022a), retrieval-
augmented language models have demonstrated
stable generation performance using much less
parameters, comparing to those of LLMs.

In this paper, we aim to induce specialized SLMs
that improve retrieval performance by generating
a chain-of-thought (CoT) for query expansion. Re-
cently, CoTs have been shown to be effective
for query expansion under various sizes of lan-
guage models (Jagerman et al., 2023), particu-
larly LLMs. Towards designing effective SLMs
for query expansion, motivated by the efficiency
on the retrieval-augmented language models, we
present a retrieval-augmented model specializa-
tion that distills the capability of LLMs to generate
CoTs for query expansion, thereby injecting the
LLM’s capability of generating CoT into a retrieval-
augmented SLM, referred to as the Retrieval-
Augmented Distillation to Specialization Models for
Generating Chain-of-Thoughts (RADCoT). Using

https://github.com/ZIZUN/RADCoT
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to the specialized FiD model
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FiD-Dec

Trained

Figure 1: Overall architecture of RADCoT: 1) The generation step of CoTs by the GPT3 teacher model
produces a set of queries and corresponding pseudo ground-truth CoTs without retrieval using Eq. (1);
2) Retrieval-augmented distillation, wherein the generated dataset of query—relational pairs is used as
the training dataset to train the specialized ‘retrieval-augmented’ FiD model by adopting the top-retrieved
passages as additional context, using retrieval-aware prompting and the loss function in Eq. (4). During
the inference process, the student model takes the top-retrieved passages and retrieval-prompting method
to generate a CoT using Eq. (5).

GPT3 as the teacher model and the small fusion-
in-decoder (FiD) model (Izacard and Grave, 2021)
as the student model, the knowledge distillation of
RADCoT consists of the following steps:

1. Generation of CoTs by GPT3 teacher model:
Similar to the insights of (Wang et al., 2023b;
Jagerman et al., 2023), for each query, we
pass a manually-designed zero-shot prompt
as input to the GPT3 teacher model, which
then generate CoT rationales. Given a dataset,
the resulting pairs of queries and their CoT
rationales are used as a set of pseudo-training
examples which are learned by the student
model.

2. Retrieval-augmented distillation to special-
ized FiD model: For each query, we first re-
trieve the top K passages and finetune the
specialized FiD student model using the pre-
viously generated CoT by GPT3 as a pseudo-
ground-truth CoT based on the autoregressive
loss function. Our underlying assumption is
that the use of the retrieval augmentation for
distillation is largely helpful to substantially re-
duce the model size by minimizing the burden
of storing knowledge explicitly in the model pa-
rameters, as in (Kang et al., 2023; Borgeaud
et al., 2022a). With retrieval augmentation, it
is expected the SLMs to prioritize reading and
finding related spans in a retrieved context, as

well as revising mentioned spans, not paying
attention to storing the relevant knowledge.

The contributions of our work can be briefly sum-
marized as follows. (1) We introduce a novel
retrieval-augmented model specialization that dis-
tills the capabilty of LLMs to generate CoTs, em-
ploying their strengths to enhance the reasoning
abilities of SLMs for query expansion. (2) Using
models with significantly fewer parameters com-
pared to than LLMs, we obtain the substantial per-
formance improvements on various datasets.

2. Proposed Method: RADCoT

2.1. Task Definition
Our goal aims to distilling the capability of CoT gen-
eration by LLMs into a specialized SLM for query
expansion.

2.2. Generation of CoTs by GPT3 Teacher
Model

To prepare pseudo-training dataset for learning the
SLM, we first generate a pseudo-CoT rationale us-
ing GPT3, thereby constructing a pair of query–
rationale. Given LLM M and query q, the CoT
is generated by the prompting method of (Wang
et al., 2023b; Jagerman et al., 2023), described as
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follows:

CoTrationale = M(PromptCoT(q)), (1)

where M refers to GPT3 (text-davinci-003) and
PromptCoT indicates the CoT prompting, as illus-
trated in Figure 1. Using this generation pro-
cess, we construct a query–rationale pair dataset
across publicly available QA datasets including Triv-
iaQA (Joshi et al., 2017), WebQuestions (Berant
et al., 2013), and SQuAD (Rajpurkar et al., 2016).

2.3. Retrieval-augmented distillation to
specialized FiD model

Given the generated CoT dataset in Section 2.2
and the set of top-k retrieved textual blocks D, the
next step is to train the retrieval-augmented FiD
student model (Izacard and Grave, 2021).

More specially, the top K passages, p1, · · · , pL
are first retrieved using a seperate retrieval module
(i.e., BM25 or dense retrieval) for a given query
q. The student model is designed a retrieval-
augmented manner by placing a question-related
passage at the CoT prompt as follows:

q̃i = PromptRADCoT(q, pi)

Ti = T5-Enc(q̃) ∈ R|q̃i|×dmodel (2)

where PromptRADCoT indicates the retrieval-aware
CoT prompting template used to generate a CoT ra-
tionale by referring to a retrieved set of passages as
additional context, as illustrated in Figure 1, and Ti

is the top-ith encoded retrieval-augmented prompt.
The resulting retrieval-augmented prompts of Eq.

(2) are concatenated and fed into the decoder of
FiD, as follows:

T = [T1; · · · ;TL] ∈ R(|q̃i|×L)×dmodel (3)

where Ti is the top-ith encoded retrieval-
augmented prompt.

For training, given that T is used as the retrieval-
augmented context, the FiD model is fitted to gen-
erate the pseudo target CoT, CoTrationale as follows:

Loss = − logT5-Decprop(CoTrationale

∣∣ [PAD], T )
(4)

where T5-Decprop(x|y) is the generative probabil-
ity of x under the condition of y, and [PAD] is the
padding token located at the starting position in the
decoder.

During the inference process, the FiD model uses
T and [PAD] again to generate CoT

(Small)
output as fol-

lows:
CoT

(Small)
output = T5-Dec([PAD], T ) (5)

where T5-Dec(x, y) is the decoder function in which
x is the prefix of the decoder, and y is the encoder
representation.

Finally, the expanded query is obtained by ap-
pending CoT

(Small)
output N times to the original query q,

formulated as follows:

q+ = [q, · · · , q︸ ︷︷ ︸
N

,CoT
(Small)
output ] (6)

Although prior studies used the fixed values of
N , we note that when the length of the expanded
terms significantly exceeds the original query q,
the importance of q becomes undesirably small.
To address this problem, we propose an adaptive
method for determining N , namely the repetition
count:

R = ⌊|CoT(Small)
output | / |q|⌋

N =

{
Nc, if R ≤ Nc

R, otherwise
(7)

where Nc is a fixed value.

3. Experiments

3.1. Experimental Setup
The details of the implementation and experiment
setup are presented in Appendix A.

3.2. Baselines
In the experiment, we compare the performance of
RADCoT to that of the following baselines:

• BM25 + RM3 (Abdul-Jaleel et al., 2004) com-
bines BM25 with the RM3 query expansion
technique. BM25 measures document-query
similarity, while RM3 uses the top-retrieved
documents from initial search results to ex-
pand the original query.

• BM25 + Query2Doc (Wang et al., 2023b) em-
ploys an LLM to generate pseudo-documents
by few-shot prompting, and then expands the
query with the generated pseudo-documents.

• BM25 + GRF-CoT-Keywords, Enti-
ties (Mackie et al., 2023) builds probabilistic
feedback models from long-form text gener-
ated from LLMs, consisting of generation of
queries, entities, facts, news, documents and
essays.

• BM25 + CoT employs CoT, which prompts
LLMs for query expansion.

3.3. Main Results
Table 1 presents the performance results of RAD-
CoT on MRR@K, recall@K, and nDCG@K over the
MS MARCO dev and TRECL DL19, 20 datasets.

As seen in Table 1, even though RADCoT uses
sorely SLMs, its performance is often comparable
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Method params MS MARCO dev TREC DL 19 TREC DL 20
MRR@10 R@50 R@1k nDCG@10 nDCG@10

Sparse retrieval
BM25 ✗ 18.40 58.12 85.26 50.58 47.96
+ RM3 ✗ 15.66 56.43 86.06 52.16 48.96
+ query2doc 175B 21.40 65.30 91.80 66.20 62.90
+ GRF-CoT-Keywords 175B - - - 55.00 54.20
+ GRF-CoT-Entities 175B - - - 56.30 55.20
+ CoT (ours) 175B 21.19 64.19 89.65 60.76 55.74
+ RADCoTsmall 80M 19.45 59.82 87.29 56.05 50.56
+ RADCoTbase 250M 20.64 60.93 88.12 56.41 51.57
+ RADCoTlarge 780M 20.69 61.63 88.78 57.22 53.00

Table 1: Main results of RADCoT across various model sizes, comparing to other existing and baseline
methods on MS-MARCO passage ranking and TREC datasets.

Method params MS MARCO dev TREC DL 19 TREC DL 20
MRR@10 R@50 R@1k nDCG@10 nDCG@10

Sparse retrieval
BM25 ✗ 18.40 58.12 85.26 50.58 47.96
+ RADCoT (p:0, trained:0) 250M 18.79 59.14 86.68 50.10 51.96
+ RADCoT (p:0, trained:50) 250M 19.08 59.09 87.12 50.52 50.72

Table 2: Comparison of RADCoT variants on MS-MARCO passage ranking and TREC datasets, where
p:0 indicates that retrieval is not used (i.e., L is 0) for FiD decoding and trained:x indicates that x retrieved
passages is used to distill the FiD model.

Method nDCG
@1 @5 @10

CoT (ours) 67.44 62.81 60.76
RADCoT 66.67 63.69 59.80
RADCoT + CoT (ours) 69.77 62.75 60.98

Table 3: RADCoT results comparing to the run of
using CoT by GPT3 and the combination of CoTs
generated by RADCoT and LLM on TREC DL 19
dataset.

to that of LLM-based approaches. In particular,
RADCoT exhibits slightly superior performance to
that of GRF-CoT-Keywords and CRF-CoT-Entities
on TREC DL 19. Overall, the performance of RAD-
CoT increases with model size.

3.4. Ablation studies
Impact of retrieval component. Table 2 shows
that RADCoT achieves superior performance to
that of its variants without retrieval, confirming that
the retrieval component is quite important for sig-
nificantlly improving the distillation effect.
Impact of combining LLM’s CoT. Table 3 shows
that RADCoT yields further improvements when
combining the run using CoT generated by LLMs,
suggesting that the ensemble of SLMs and LLMs is
promising, so being valuable to be explored further
in future studies.
Impact of query2doc distillation. Noting that

query2doc exhibits the state-of-the-art retrieval
performance (Wang et al., 2023b), we further ex-
tensively apply RADCoT for distilling query2doc,
resulting in RADCoT-query2doc, shortly referred
to as the query2doc distillation, being distin-
guished from the original CoT distillation, where
a pseudo CoT rationale in Eq. (1) is replaced
with a pseudo-document generated by query2doc,
i.e., CoTrationale = M(Promptquery2doc(q)) where
M(Promptquery2doc(q)) is exactly the same method
of few-shot prompting LLMs of query2doc. Equip-
ping with query2doc as a teacher model, a FiD-
based student model is then trained using the same
manner of the retrieval-augmented distillation in
Section 2.3.

Table 4 shows the comparision results of
RADCoT-query2doc and RADCoT. As expected
from the superiority of query2doc, RADCoT-
query2doc consistently improves the original RAD-
CoT, across all test collections. Comparing to RAD-
CoT, the overall performance gap between the stu-
dent and teacher models tends to be larger in
RADCoT-querydoc, thus still having rooms to make
improvements.

3.5. Case studies

Table 5 presents illustrated examples of comparing
generation results of the CoT-based teacher model
and the RADCoT-distilled student model, for two
different queries, where top retrieved passages and
ground truth are presented for additional reference.
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Method params MS MARCO dev TREC DL 19 TREC DL 20
MRR@10 R@50 R@1k nDCG@10 nDCG@10

Sparse retrieval
BM25 ✗ 18.40 58.12 85.26 50.58 47.96
+ CoT 175B 21.19 64.19 89.65 60.76 55.74
+ query2doc 175B 21.40 65.30 91.80 66.20 62.90
+ RADCoT 250M 20.46 61.30 88.39 59.80 53.94
+ RADCoT - query2doc 250M 21.63 63.61 89.47 62.31 58.15

Table 4: The comparison results of RADCoT-query2doc and the original RADCoT on the MS-MARCO
passage ranking and TREC datasets, where RADCoT-query2doc is the student model distilled by RADCoT
under query2doc as a teacher model.

Query who sings monk theme song
LLM generation (CoT) Rationale: The theme song for the television show Monk is an instrumental piece of music

composed by Jeff Beal . Answer: Jeff Beal .
RADCoT generation Rationale: The Monk theme song is a popular song from the television show Monk. Answer:

The Monk theme song is performed by Randy Newman .
Retrieved passages Top-1: Incoming search terms: 1 who sings the real theme song. ... Top-2: Who Sings The

Theme Song For The Show The OC Phantom Planet sing the song California the theme song
for the show The OC. ... Top-3: Related Who Sings Questions. What band sings the theme
song for Smallvile The theme song for Smallville is called Save Me by the band Remy Zero. ...
Top-4: Who sings the theme song to WWE Superstars? The artist that sings the theme song
for WWE Superstars ... Top-5: Who sings John Cena theme song? john cena sings his own
theme song john cena sings his own theme song ...

Ground truth exists and is an alternate of. The Monk theme song is It’s a Jungle Out There by Randy
Newman. The Monk theme song is It’s a Jungle Out There by Randy Newman.

Query antibiotics for what kind of infection
LLM generation (CoT) The answer to this question depends on the type of infection that is present. Antibiotics are

used to treat bacterial infections, so if the infection is caused by bacteria, then antibiotics may
be an appropriate treatment. However, antibiotics are not effective against viral infections, so
if the infection is caused by a virus, then antibiotics would not be an appropriate treatment.
Therefore, it is important to determine the type of infection before deciding whether or not
antibiotics are an appropriate treatment.

RADCoT generation Rationale: Antibiotics are medications used to treat a variety of infections, including
bacterial, viral, and skin infections. Answer: Antibiotics are used to treat a variety of
infections, including bacterial, viral,

Retrieved passages Top-1: In most cases of antibiotic use, a doctor must choose an antibiotic based on the most
likely cause of the infection. For example, if you have an earache, the doctor knows what
kinds of bacteria cause most ear infections. ... Top-2: 1. Get a prescription for antibiotics from
your doctor. Antibiotics will not help an ear infection that is caused by a virus, so doctors do
not always prescribe antibiotics for ear infections. ... Top-3: Antibiotics are not recommended
to help treat many ear infections. Your healthcare professional will be able to determine what
kind of ear infection you or your child has and if antibiotics would help. ...

Ground truth Antibiotics are used to treat or prevent some types of bacterial infection. They kill bacteria
or prevent them from reproducing and spreading. Antibiotics aren’t effective against viral
infections.

Table 5: Case study for RADCoT on TREC DL 2020 dataset, comparing to the generation outputs of the
teacher and student models, given top-retrieved documents and ground truths.

For both queries, RADCoT successfully generates
relevant terms and a proper answer which is well-
overlapped with the ground truth, where LLM suf-
fers from the hallucination in some extent so caus-
ing to generate irrelevant or unnecessary terms,
resulting in the incorrect answers.

4. Conclusion

In this paper, we proposed the use of the retrieval-
augmented model specialization to generate CoTs
in query expansion, namely RADCoT, in order to
reduce the model size of the distilled model, mo-
tivated by the recently-reported effectiveness of
the retrieval-augmented language models and the

knowledge-augmented distillation. The experiment
results on various standard datasets show that the
proposed RADCoT led to consistent improvements
over the distillation without the retrieval, showing
the comparable performances to those using LLM-
based CoTs. In the future work, we would like to
investigate on jointly distilling the retrieval capability
from LLM as well as query expansion under the
unified FiD framework.
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Category Number

SQuAD v1.1 (Rajpurkar et al., 2016) 10,570
WebQuestions (Berant et al., 2013) 11,313
TriviaQA (Joshi et al., 2017) 2,032
Pseudo Query-Rationale pair Dataset 23,915

Table 6: The detailed statistics for the datasets.

A. Implementation Details.

As mentioned in Section 2.2, we utilize publicly
available QA datasets, TriviaQA (Joshi et al.,
2017), WebQuestions (Berant et al., 2013), and
SQuAD (Rajpurkar et al., 2016) to generate a
pseudo CoT rationale using GPT3, enabling us
to distill the capability of generating CoTs. Ta-
ble 6 shows more detailed statistics for the dataset.
To train and evaluate the performance of query
expansion task, we employ MS-MARCO dev
dataset (Nguyen et al., 2016), TREC DL 19, 20
dataset (Craswell et al., 2020) for training and MRR,
Recall@K, and nDCG for evaluation, following prior
works (Wang et al., 2023b; Mackie et al., 2023). For
training small LM, we use flan-t5-base 1 (Chung
et al., 2022) as backbone model. All trainings were
conducted with AdamW optimizer with learning rate
1e-4 for 5 epochs, and random seed was fixed for
reproducing the results. Batch size was set to 4
with 2 accumulation. Training was conducted for 7
hours with 4 NVIDIA RTX A6000. For generation,
greedy decoding method was exploited. Nc was
fixed to 5 and passage numbers were fixed to 50
by default.

B. Impact of Nc value.
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Figure 2: The retrieval performance changes
based on the Nc value.

Figure 2 shows the retrieval performance
changes based on the Nc value. This value is a

1https://huggingface.co/google/flan-t5-base
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parameter that determines the frequency of query
repetition, irrespective of the text length of the query
and CoT. It appears that an increase in this value
leads to a decrease in performance, suggesting
that the continuous repetition of a query reduces
the significance of CoT, thereby diminishing perfor-
mance.

C. Impact of passages number.
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Figure 3: The impact of the number of passages
on the retrieval performance of our method during
training and inference.

Figure 3 illustrates the impact of the number
of passages on the retrieval performance of our
method during training and inference. It is evident
that an increase in the usage of passages corre-
lates with enhanced performance, indicating that
knowledge distillation is more effective when more
passages are utilized.
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Query query
Zero-shot Prompt Answer the following question: {query} Give the rationale before answering
Retrieval-
augmented Prompt

Answer the following question {query} based on the given passage {passage} Give
the rationale before answering

Table 7: The prompt example used for RADCoT

Query query

Few-shot Prompt

Write a passage that answers the given query:

Query: what state is this zip code 85282
Passage: Welcome to TEMPE, AZ 85282. 85282 is a rural zip code in Tempe,
Arizona. The population is primarily white, and mostly single. At $200,200 the average
home value here is a bit higher than average for the Phoenix-Mesa-Scottsdale metro
area, so this probably isn’t the place to look for housing bargains.5282 Zip code is
located in the Mountain time zone at 33 degrees latitude (Fun Fact: this is the same
latitude as Damascus, Syria!) and -112 degrees longitude.

Query: why is gibbs model of reflection good
Passage: In this reflection, I am going to use Gibbs (1988) Reflective Cycle. This
model is a recognised framework for my reflection. Gibbs (1988) consists of six stages
to complete one cycle which is able to improve my nursing practice continuously
and learning from the experience for better practice in the future.n conclusion of my
reflective assignment, I mention the model that I chose, Gibbs (1988) Reflective
Cycle as my framework of my reflective. I state the reasons why I am choosing the
model as well as some discussion on the important of doing reflection in nursing
practice.

Query: what does a thousand pardons means
Passage: Oh, that’s all right, that’s all right, give us a rest; never mind about the
direction, hang the direction - I beg pardon, I beg a thousand pardons, I am not
well to-day; pay no attention when I soliloquize, it is an old habit, an old, bad habit,
and hard to get rid of when one’s digestion is all disordered with eating food that
was raised forever and ever before he was born; good land! a man can’t keep his
functions regular on spring chickens thirteen hundred years old.

Query: what is a macro warning
Passage: Macro virus warning appears when no macros exist in the file in Word.
When you open a Microsoft Word 2002 document or template, you may receive
the following macro virus warning, even though the document or template does
not contain macros: C:\<path>\<file name>contains macros. Macros may contain
viruses.

Query: {query}
Passage:

Retrieval-
augmented Prompt

Answer the following question {query} based on the given passage {passage} Give
the rationale before answering

Table 8: The prompt example used for RADCoT - query2doc
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