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Abstract
Patients can not always completely understand medical documents given the myriad of technical terms they contain.
Automatic text simplification techniques can help, but they must guarantee that the content is transmitted rigorously
and not creating wrong information. In this work, we tested: 1) lexicon-based simplification approaches, using a
Spanish lexicon of technical and laymen terms collected for this task (SimpMedLexSp); 2) deep-learning (DL) based
methods, with BART-based and prompt-learning-based models; and 3) a combination of both techniques. As a
test set, we used 5000 parallel (technical and laymen) sentence pairs: 3800 manually aligned sentences from the
CLARA-MeD corpus; and 1200 sentences from clinical trials simplified by linguists. We conducted a quantitative
evaluation with standard measures (BLEU, ROUGE and SARI) and a human evaluation, in which eleven subjects
scored the simplification output of several methods. In our experiments, the lexicon improved the quantitative results
when combined with the DL models. The simplified sentences using only the lexicon were assessed with the highest
scores regarding semantic adequacy; however, their fluency needs to be improved. The prompt-method had similar
ratings in this aspect and in simplification. We make available the models and the data to reproduce our results.

Keywords: Automatic Text Simplification, Medical Language Processing, Medical Lexicon, Deep Learning,
Clinical Trials

1. Introduction

The general public is becoming increasingly in-
terested in learning about their own health con-
ditions (Fox and Duggan, 2013). However, medical
texts are written with technical terms and complex
syntactic expressions that represent a barrier for
the patient to understand them. Medical records,
medication leaflets or clinical trial announcements
often require medical professionals to explain de-
tails about procedures or pathological conditions.
Unfortunately, healthcare professionals oftentimes
lack the time to give explanations about the jargon
during the consultation, which leaves the patient
partly or totally uninformed. Automatic text simpli-
fication methods can alleviate this language gap
and increase the accessibility of health information.

This work presents some experiments we con-
ducted on automatic simplification of medical
texts in Spanish. Using the CLARA-MeD cor-
pus (Campillos-Llanos et al., 2022) collected by
Campillos-Llanos et al. (2022) (§3.1), we tested a
lexicon-based method using equivalences of tech-
nical and laymen terms (§3.2). We compared this
method to using neural network-based approaches
with large language models (LLMs) and combin-
ing both approaches—i.e., the lexicon and LLMs
(§3.3). We report a quantitative evaluation with
standard simplification metrics (§4.1) and a qualita-

tive assessment by human evaluators (§4.2). We
distribute the lexicon of equivalent terms and the
trained models via the HuggingFace Hub. 1

2. Background

Automatic text simplification methods (Shardlow,
2014; Saggion, 2017; Štajner, 2021; Al-Thanyyan
and Azmi, 2021) may rely on lexicons with equiva-
lent terms of technical and laymen words (Qenam
et al., 2017; Koptient and Grabar, 2020b) and rule-
based approaches (Suter et al., 2016; Wilkens et al.,
2020). There are also data-driven techniques for
automatic text simplification that, nowadays, are es-
pecially based on deep learning models (Van den
Bercken et al., 2019; Shardlow and Nawaz, 2019;
Sakakini et al., 2020), including methods based on
prompt-learning in recent years (Wang et al., 2022).
Hybrid approaches combine some of the above-
mentioned methods (Bott et al., 2012; Cardon and
Grabar, 2020; Todirascu et al., 2022).

Ideally, simplification strategies are applied at all
linguistic levels (lexis, syntax, or discourse). Lexical
simplification is the task of replacing a difficult-to-
read word with an easier synonym or paraphrase
(e.g. autologous → from the same individual). This
involves sub-tasks such as complex word identifi-

1https://huggingface.co/CLARA-MeD

https://huggingface.co/CLARA-MeD
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cation (CWI), substitute generation, substitute se-
lection and substitute ranking (North et al., 2023).

In syntactic simplification, long sentences tend to
be split in shorter clauses, passive voice is changed
to active voice, double negation is restructured,
or ambiguous anaphoric expressions are replaced
(Peng et al., 2012; Collados, 2013; Mukherjee et al.,
2017). These operations have generally been im-
plemented with rules (Siddharthan, 2006; Brouw-
ers et al., 2014; Scarton et al., 2017). For dis-
course simplification, these syntax-level operations
are also applied, but the goal is simplifying phenom-
ena beyond the sentence level. This also involves
removing ambiguous or redundant co-reference
chains and cohesion markers, and shortening long
paragraphs (Wilkens and Todirascu, 2020).

All these strategies are evaluated using re-
sources for simplification, such as Newsela
(Newsela, 2016) introduced by Xu et al. (2015) or
the Simple English Wikipedia dataset (Coster and
Kauchak, 2011) collected by Coster and Kauchak
(2011). Here, we will review only those for the med-
ical domain. Several English corpora have been
collected using medical articles from Wikipedia
(Van den Bercken et al., 2019), journal articles
(Guo et al., 2022; Attal et al., 2023), systematic
reviews from the Cochrane library (Joseph et al.,
2023), medical manuals (Basu et al., 2023) or het-
erogeneous sources, including speech corpora and
newswire (Shardlow and Alva-Manchego, 2022).
Other teams approached the task in real clinical
data (Shardlow and Nawaz, 2019; Sakakini et al.,
2020; Moramarco et al., 2021).

Simplification datasets or corpora in the medi-
cal domain for other languages are scarce. Some
resources are the CLEAR corpus (Cardon and
Grabar, 2018) collected by Grabar and Cardon
(2018) for French, or the German corpora created
by Seiffe et al. (2020) and Trienes et al. (2022).
Specifically for Spanish, the ALEXSIS dataset (Fer-
rés and Saggion, 2022) was presented for lexical
simplification (Ferrés and Saggion, 2022). How-
ever, we did not use it because it does not cover
the medical domain. The EASIER Corpus (Rodrigo,
Moreno and Martínez, 2022) created by Alarcon
et al. (2023) contains few sentences from the med-
ical domain, and we did not use it either. A contri-
bution of this work is using data from clinical trial
announcements in Spanish. This text genre that
has been scarcely explored for simplification tasks
(Fang et al., 2021), although eligibility criteria are
semantically complex (Ross et al., 2010) and its
readability has been assessed as difficult (Wu et al.,
2016). Section §3.1 describes the data used in this
work.

3. Methods

Several experimental lines were tested. First, we
tested a purely lexicon-driven simplification. To do
so, we collected a dataset of 12 605 pairs of tech-
nical terms and simplified synonyms, definitions,
explanations or paraphrases. Second, we tested
purely deep learning-based simplification methods.
Five state-of-the-art neural network models (includ-
ing some trained in multilingual data) were applied,
as well as a prompt-based neural model. Third, we
combined the lexicon with the deep learning meth-
ods, either as data for fine-tuning the models or for
pre- and post-processing the data. We evaluated
the output with quantitative metrics and eleven hu-
man evaluators assessed qualitatively a subset of
500 sentences (out of the 5000 simplified ones).
Figure 1 summarizes the methods.

3.1. Data

For the first experiment, we used 3800 parallel sen-
tences (149 862 tokens), with aligned technical and
laymen versions, extracted from the CLARA-MeD
corpus (Campillos-Llanos et al., 2022). Sources
of this dataset were summaries of product char-
acteristics, cancer-related information summaries,
and clinical trial announcements from the Euro-
pean Clinicial Trial Register (EudraCT).2 These
sentences were aligned semi-automatically and
revised by linguists and experts in health communi-
cation, with a high inter-annotator agreement score
(average Cohen’s Kappa = 0.839 ± 0.076).

For the second experiment, three linguists cre-
ated a new set of 1200 parallel sentences (144 019
tokens) by analysing 1040 Spanish texts from Eu-
draCT. Sentences with co-reference ambiguities,
digressions or needing syntactic simplification were
selected. Then, a simplified version was manually
prepared, following the criteria exposed in a com-
panion guideline. More details are explained in
(Campillos-Llanos et al., 2024). This dataset in-
cludes, for each technical (original) sentence, two
versions of simplified sentences: a syntactically
simplified sentence, and sentence with both syn-
tactic and lexical simplification. These datasets
are released publicly (Campillos-Llanos and Bar-
tolomé and Terroba, 2024). 3 In the present work,
we used the version with both syntactic and lexical
simplification. The version with sentences only syn-
tactically simplified is aimed at evaluating syntactic
simplification methods, which is out of the scope in
this work. Table 11 in the Appendix shows samples
of the dataset.

2www.clinicaltrialsregister.eu
3Available at: https://digital.csic.es/

handle/10261/346579

www.clinicaltrialsregister.eu
https://digital.csic.es/handle/10261/346579
https://digital.csic.es/handle/10261/346579
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Figure 1: Summary of methods

3.2. SimpMedLexSp lexicon
We collected a first version of a simplified med-

ical lexicon for Spanish (Figure 2 shows a sam-
ple). To the best of our knowledge, this is the first
patient-oriented vocabulary in Spanish, with tech-
nical terms mapped to layperson variants, as in
consumer health vocabularies (CHV) for other lan-
guages (Marshall, 2000; Keselman et al., 2008;
Grabar and Hamon, 2016). The current version of
SimpMedLexSp includes 14 013 pairs of technical
terms and simplified synonyms, definitions or para-
phrases (including variant forms of gender and num-
ber).4 A subset of 4642 terms was also mapped to
Concept Unique Identifiers from the Unified Med-
ical Language System (Bodenreider, 2004). We
applied a string matching technique to entry terms
in the SimpMedLexSp lexicon and mapped them
to CUIs using the MedLexSp lexicon (Campillos-
Llanos, 2023). MedLexSp indexes terms based on
UMLS CUIs and contains form variants including
singular/plural, or masculine/feminine. The map-
ping of a subset of terms was manually revised,
given that some terms are ambiguous: e.g. aa can
be an abbreviation for amino acid (CUI: C0002520)
or it can stand for acute abdomen (CUI: C0000727).
We used the following sources for SimpMedLexSp:

• EUGLOSS (HIP, 1995): we used Spanish
terms from this multilingual glossary of techni-
cal and popular medical terms.

• Dictionary of Medical Terms (RANME, 2011):
we used pairs of technical and colloquial terms,
which are encoded with a specific tag.

• Pairs of acronyms/abbreviations and full
forms from the MedLexSp lexicon (Leonardo
Campillos-Llanos, 2023).

• Pairs of terms extracted from the CLARA-MeD
corpus (Campillos-Llanos et al., 2022), by ap-

4The current released version has more entries than
the one used for the experiments reported (12 605 pairs).

plying paraphrase patterns adapted to Span-
ish from previous work (Vydiswaran et al.,
2014). For example, a pair of technical and
patient terms can be extracted using pattern
también conocido como (‘also known as’):
familial male precocious puberty, also known
as testotoxicosis.

To prepare the lexicon, we applied a frequency-
based filter to discard widely-used medical terms
(e.g. tos, ‘coughing’). We used the frequency list
from the CORPES Spanish corpus and excluded
terms with a frequency over 100.5 The motivation to
avoid simplifying all medical terms is based on the
outcomes of previous works (Leroy and Endicott,
2012), in which high-frequency words were judged
easier. We also considered the qualitative analyses
conducted with physicians to develop a system to
link medical words with their lay definitions (Chen
et al., 2018). The lexicon was split in two files,
according to the type of lexical simplification:

• Lexical substitution: we mainly included syn-
onym terms in a laymen register (e.g. cephalea
→ headache). This subset amounted to 6090
pairs. With these, we applied a substitution
strategy so that technical terms were replaced
with their laymen equivalent in the original text.
Note that some terms may be replaced with
different laymen terms: e.g. abdomen → vien-
tre or barriga, ‘belly’). To date, we manually
selected only one candidate to be replaced.
We did not conduct substitute generation, se-
lection or ranking, which is left for future work.

• Definition or paraphrase: we gathered other
types of medical terms that are not to be re-
placed in the original data. A common exam-
ple is any active ingredient or medical drug
(e.g. abiraterone), which lacks a laymen syn-
onym; for these, we preserved the original term
and appended a definition or paraphrase in

5Code at: https://shorturl.at/mqzFZ

https://shorturl.at/mqzFZ
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(a) Mapping to UMLS CUIs (b) Genre and plural variant forms

Figure 2: Samples of SimpMedLexSp

brackets (e.g. cancer treatment). This subset
amounted to 6515 pairs.

The lexicon is freely available for research and
educational purposes, and we applied it to simplify
sentences in several ways:

1. Only the lexicon (Method A), either for lexi-
cal substitution or both lexical substitution and
adding definitions/paraphrases.

2. The lexicon as training data along with the
training subsets of sentences (Method D & E).

3. The lexicon for lexical substitution of medical
terms in the training data (Methods F & G).

4. The lexicon for appending defini-
tions/paraphrases to model predictions
(Methods E and G).

3.3. Deep learning-based methods
We experimented with two strategies for text sim-
plification: fine-tuning and prompt learning. In the
fine-tuning strategy (Howard and Ruder, 2018), we
took several language models pre-trained on large
datasets. We replaced the head of the models
with a new head adapted to simplify text, and finally
trained the new model with a development set using
the 3800 sentences from the CLARA-MeD corpus
(Campillos-Llanos et al., 2022), and from the 1200
manually-simplified sentences (Campillos-Llanos
et al., 2024). First of all, we tried to replicate for-
mer results (Shardlow and Nawaz, 2019) using the
OpenNMT library (Klein et al., 2017). However, we
did not pursue using this model owing to the results
below the other models (Tables 1-7).

We tested the following Transformer-based mod-
els: (1) Multilingual BART (mBART) (Liu et al.,
2020) Large; (2) Multilingual T5 (Xue et al., 2021),
trained on the Simplext corpus (Saggion et al.,
2015); (3) Pegasus XSUM (Zhang et al., 2020);
(4) News Abstractive Summarization for Spanish
(NASES), a BART model trained to summarize
Spanish news articles (Ahuir et al., 2021); and (5)
the Maria model trained on the MultiLingual SUM-
marization (MLSUM) dataset (Fandiño et al., 2022),
which we will call MariMari from here on.

These models were tested in several contexts:

1. Fine-tuning the model with the sentences train-
ing set, but without the lexicon (Method C).

2. Fine-tuning the model using both the sen-
tences training set and medical lexicon as train-
ing data (Method D).

3. The previous approach and appending defi-
nitions or paraphrases to the models’ output
(Method E).

4. Fine-tuning the model on the training set where
medical terms were replaced with synonyms
(lexical substitution; Method F).

5. Fine-tuning the model on the sentences train-
ing set with lexical substitution of medical
terms and post-processing with the lexicon
(Method G).

When we applied lexical substitution, we did not
keep both the original sentence as well as the modi-
fied one in the training set. We either used the origi-
nal sentences without lexical substitution (Methods
C, D and E) or sentences in which medical terms
were substituted (Methods F and G).

The post-processing involves appending defini-
tions or paraphrases to complex medical terms,
after the sentence has already been simplified with
a neural network-based model. This is typically the
case for medical drug names, which tend to lack a
lay synonym, and we concatenate an explanation
about what the drug is used for. For example, if
the mBART simplified sentence is Ensayo clínico
de seguridad de carfilzomib (’Safety clinical trial of
carfilzomib’), the post-processed version contains
a definition of carfilzomib: Ensayo clínico de se-
guridad de carfilzomib (medicamento para tratar el
cáncer) (’Safety clinical trial of carfilzomib (drug to
treat cancer)’).

The multilingual and Spanish models were
trained using the HuggingFace libraries (Wolf et al.,
2020) and a GPU Nvidia GeForce 3090. We trained
all the HuggingFace models for 30 epochs with a
batch size of 8, and a learning rate of 5.6e-5. The
models are released in the HuggingFace Hub.

In the prompt learning strategy (Brown et al.,
2020), a language model performs specific tasks by
conditioning the model behavior through carefully
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designed instructions and contexts. In our case,
we took a BERTIN GPT-J-6B Spanish language
model (BERTIN-project, 2023) fine-tuned on the
Spanish Alpaca dataset (Taori et al., 2023) and
provided by the HuggingFace library. We applied
several prompting approaches. First, we used zero-
shot prompting (Brown et al., 2020); that is, we just
requested the model to simplify a given sentence.
Second, we applied few-shot prompting by showing
the model some examples of simplified sentences
and then providing the model with the sentence to
simplify (Method B in Table 2). Third, we fine-tuned
the model using the training subset of technical and
simplified sentence pairs. Finally, we fine-tuned the
model both with the training subset and our lexicon
using LoRA (Hu et al., 2021) and then applied zero-
shot prompting (i.e. we asked the model to simplify
sentences but prompts did not include simplifica-
tion examples). Table 10 in the Appendix shows
examples of the prompts.

3.4. Evaluation
Out of the 3800 aligned sentences from the CLARA-
MeD corpus, we applied a 5-fold evaluation proce-
dure using 80% (3040) of the sentences for training
and 20% (760) for testing. We used the same pro-
portion for the 1200 manually simplified sentences
(960/240). We performed a quantitative evaluation
with these metrics: BLEU (Papineni et al., 2002),
ROUGE (Lin, 2004) and SARI (Xu et al., 2016).
BLEU and ROUGE take into account n-grams, and
focus on precision and recall, respectively. SARI
also considers n-grams but also simplification op-
erations such as token addition or deletion. We did
not use the Flesch-Kincaid score (Flesch, 1948)
because it has been criticized for not correlating
well with simplicity (Grabar and Saggion, 2022),
and has limitations in assessing the readability of
electronic health records (Zeng-Treitler et al., 2007).

We also conducted a human evaluation with
eleven linguists and documentalists. We extracted
50 random sentences from the test set of the first
experimental dataset (3800 manually aligned sen-
tences) and 50 from the second experimental cor-
pus (1200 manually simplified sentences). For
each sentence, we obtained the output of five sim-
plification methods, and eleven subjects assessed
the simplification (in total, each evaluated 500
simplified sentences). We evaluated the prompt-
learning method and the simplification using only
the lexicon, and also most of the approaches that
achieved the highest quantitative scores. Note that
we did not evaluate the NASES or MariMari mod-
els, despite the high quantitative results (BLEU or
SARI scores) they obtained. When we analyzed
the output of NASES or MariMari, we found serious
hallucinations and errors related to medical termi-
nology. For example, NASES wrongly paraphrased

‘prophylaxis’ as ‘serious allergic reaction’ (profilaxis
(reacción alérgica grave)).

In particular, the methods assessed in the qual-
itative evaluation were: (1) Using only the lexi-
con to replace synonyms and append paraphrases
or definitions; (2) the multilingual BART model
(mBART); (3) mBART fine-tuned with the lexicon;
(4) mBART fine-tuned with the lexicon and post-
processed (adding paraphrases or definitions); and
(5) BERTIN-prompt-learning fine-tuned with the lex-
icon (zero-shot). The method applied to each sen-
tence was blinded to the evaluators.

Similarly to previous works (Alva-Manchego
et al., 2020; Maddela et al., 2021; Yamaguchi
et al., 2023; Joseph et al., 2023), evaluators as-
sessed: 1) grammar and fluency; 2) semantic co-
herence and adequacy; and 3) simplification. We
explained to evaluators that the target reader of the
simplified sentences should be a non-healthcare
professional. Thus, any sentence with difficult-to-
understand terms should receive poor scores. Ta-
ble 12 in the Appendix includes the instructions
given to conduct the task.

4. Results

4.1. Quantitative evaluation

Tables 1- 8 show the quantitative results of the
different automatic simplification methods. We re-
port the average score ± standard deviation of 5
experimental rounds, with the best results in bold
(par. stands for ‘paraphrase’, and def., for ‘defini-
tion’); the name of the methods that the human
evaluators assessed qualitatively appears in italics.
When we used only the lexicon, the replacement-
only strategy achieved higher scores (except for
the SARI metric) than combining replacements and
paraphrases. Results when using the lexicon out-
performed those obtained with the mT5 and Pe-
gasus XSUM models (except BLEU for Pegasus
XSUM) with the subset of 3800 sentences. There-
fore, we did not continue testing those models.

The mBART model achieved the highest scores
across all experimental contexts (i.e. fine-tuning
with and without the lexicon, and post-processing).
With the 3800 sentences, fine-tuning with the
lexicon yielded the highest ROUGE and BLEU
scores; and pre- and post-processing with the lex-
icon combined with fine-tuning gave the highest
SARI score. The fine-tuned prompt-based model
(BERTIN) yielded ROUGE, BLEU and SARI scores
just below the mBART model; on the contrary,
the zero-shot and few-shot prompting approaches
achieved worse results than the fine-tuned version.

On the 1200 manually-simplified sentences,
BLEU, SARI and ROUGE were higher, but results
were similar across models (Table 8). However,
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Method Rouge1 Rouge2 RougeL SARI BLEU

(A) Only lexicon

Replacements 46.69 28.64 41.79 45.85 19.67
(±1.06) (±0.82) (±1.00) (±0.5) (±0.74)

Replacements 46.24 27.49 40.29 47.41 14.49
+ par./def. (±0.8) (±0.65) (±0.79) (±0.53) (±0.53)

Table 1: Results of the quantitative evaluation with the 3800 aligned sentences pairs (Method A)

Method Rouge1 Rouge2 RougeL SARI BLEU

(B) Only prompts

BERTIN 41.89 23.19 35.60 43.07 15.75
(zero-shot
prompting)

(±0.62) (±0.66) (±0.72) (±0.27) (±0.78)

BERTIN 39.27 21.43 34.08 43.29 12.01
(few-shot
prompting)

(±0.59) (±0.55) (±0.60) (±0.52) (±0.41)

Table 2: Results of the quantitative evaluation with the 3800 aligned sentences pairs (Method B)

Method Rouge1 Rouge2 RougeL SARI BLEU

(C) Fine-tuning
without lexicon

BERTIN 46.90 29.17 41.73 47.00 22.03
(±1.95) (±1.54) (±1.79) (±2.74) (±0.74)

MariMari 42.47 24.28 36.78 47.08 17.89
(±0.66) (±0.78) (±0.67) (±0.72) (±0.94)

mBART 48.82 31.04 43.96 50.93 22.90
(±1.02) (±1.01) (±1.02) (±0.62) (±0.98)

mT5 34.20 19.85 31.56 40.46 6.58
(±0.79) (±0.61) (±0.66) (±0.45) (±0.39)

NASES 44.33 26.51 38.54 48.68 20.47
(±1.18) (±1.25) (±1.23) (±0.64) (±1.16)

Pegasus 43.78 25.86 39.74 41.65 14.62
XSUM (±0.7) (±0.85) (±0.76) (±0.23) (±0.43)

Table 3: Results of the quantitative evaluation with the 3800 aligned sentences pairs (Method C)

Method Rouge1 Rouge2 RougeL SARI BLEU

(D) Fine-tuning with lexicon

BERTIN 48.34 29.27 42.95 49.09 21.08
(zero-shot) (±0.83) (±0.85) (±0.98) (±0.52) (±0.90)
MariMari 43.35 25.95 37.75 47.35 18.30

(±0.92) (±2.4) (±1.06) (±0.75) (±1.07)
mBART 50.50 32.65 45.33 51.20 24.71

(±0.98) (±1.00) (±1.03) (±0.63) (±1.34)
NASES 30.10 14.74 25.52 42.67 11.16

(±16.07) (±12.63) (±13.97) (±7.57) (±9.31)

Table 4: Results of the quantitative evaluation with the 3800 aligned sentences pairs (Method D)

Method Rouge1 Rouge2 RougeL SARI BLEU

(E)
Fine-tuning with lexicon
+ post-processing (par./def.)

MariMari 41.88 23.8 35.83 47.7 14.27
(±0.99) (±1.19) (±1.04) (±0.62) (±1.16)

mBART 48.07 30.07 42.42 51.11 18.26
(±0.82) (±0.83) (±0.82) (±0.43) (±0.83)

NASES 39.74 22.2 33.37 48.17 13.14
(±1.66) (±1.84) (±1.74) (±0.44) (±1.08)

Table 5: Results of the quantitative evaluation with the 3800 aligned sentences pairs (Method E)
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Method Rouge1 Rouge2 RougeL SARI BLEU

(F)
Lexical substitution with
lexicon + fine-tuning

MariMari 42.73 24.41 36,99 47.44 17.63
(±0.94) (±1.00) (±1.11) (±0.72) (±0.97)

mBART 48.83 30.69 43.75 50.28 22.90
(±1.16) (±1.27) (±1.14) (±0.79) (±0.98)

NASES 44.19 22.26 38.31 48.16 19.15
(±0.70) (±0.85) (±0.74) (±0.50) (±1.28)

Table 6: Results of the quantitative evaluation with the 3800 aligned sentences pairs (Method F)

Method Rouge1 Rouge2 RougeL SARI BLEU

(G) Lexical substitution with
lexicon + fine-tuning + post-
processing

MariMari 44.0 25.57 38.28 47.29 17.9
(±0.82) (±0.80) (±1.03) (±0.48) (±1.00)

mBART 49.5 31.42 44.48 50.12 23.25
(±2.34) (±2.34) (±2.42) (±1.01) (±1.96)

NASES 45.32 27.12 39.2 47.63 19.73
(±1.02) (±1.22) (±1.12) (±0.55) (±0.89)

Table 7: Results of the quantitative evaluation with the 3800 aligned sentences pairs (Method G)

Method Rouge1 Rouge2 RougeL SARI BLEU

(A) Only lexicon

Replacements 73.95 59.72 68.77 50.81 41.11
(±0.86) (±1.32) (±0.98) (±0.75) (±1.13)

Replacements 69.29 53.66 62.71 49.55 36.41
+ par./def. (±1.0) (±1.28) (±0.94) (±0.90) (±1.98)

(C) Fine-tuning without lexi-
con

BERTIN 70.43 54.21 63.31 51.87 43.40
(±1.63) (±1.71) (±1.59) (±1.73) (±2.26)

mBART 76.96 63.57 71.37 61.04 52.49
(±0.82) (±0.97) (±0.77) (±0.86) (±1.06)

(D) Fine-tuning with lexicon

BERTIN 72.92 59.77 68.12 55.66 44.5
(zero-shot) (±0.42) (±0.70) (±0.22) (±0.41) (±1.08)
mBART 74.78 61.21 69.36 57.81 48.95

(±0.84) (±1.21) (±0.97) (±0.87) (±1.48)
(E) Fine-tuning with lexicon
+ post-processing (par./def.)

mBART 70.55 55.75 64.00 55.71 40.68
(±0.64) (±1.1) (±0.75) (±0.47) (±1.86)

Table 8: Results of the quantitative evaluation with the 1200 manually simplified sentences pairs (average
score ± standard deviation of 5 experimental rounds); par.: ‘paraphrase’; def.: ‘definition’; the name of
the methods that the human evaluators assessed qualitatively appears in italics; best results in bold

mBART fine-tuned without the lexicon achieved the
highest scores.

Note that we also conducted a preliminary test
of OpenNMT models without the lexicon on the
3800 sentences, but results were below the above-
mentioned models. For example, OpenNMT (2
layers) yielded an average Rouge1 = 18.92 (±1.27),
Rouge2 = 5.23 (±0.66), RougeL = 16.01 (±1.1),
and SARI = 36.78 (±0.23) (5 evaluation rounds
with 5-folds). For its part, OpenNMT BRNN yielded
an average of Rouge1 = 18.71 (±0.99), Rouge2 =
4.00 (±1.2), RougeL = 15.56 (±0.97), and SARI =
35.43 (±0.36).

4.2. Human evaluation

Table 9 shows the results of the human evaluation
of 500 simplified sentences (250 pairs from the
3800 sentences, and 250 from the 1200 sentences).
Because evaluating all the methods is unfeasible,
we only considered the five best performing models
regarding the automatically computed metrics.

With the manually-aligned sentences (n=3800),
both the lexicon approach and the prompt-learning-
based method achieved the highest scores in se-
mantic correctness and adequacy. The lexicon
method was rated in second place for simplifica-
tion, with lower scores in grammaticality and flu-
ency. MBART-based methods (with and without
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Manually-aligned Manually-simplified
Method sentences (n=3800) sentences (n=1200)

G M S Avg G M S Avg
Lexicon (replace + paraphrase/definition) 4.1 4.3 3.3 3.9 4.2 4.5 3.3 4.0
mBART 4.2 3.3 2.7 3.4 4.2 3.9 3.0 3.7
mBART + fine-tune with lexicon 4.3 3.7 3.1 3.7 4.2 3.9 3.0 3.7
mBART + fine-tune lexicon + post-proc. 4.0 3.7 3.1 3.6 3.9 3.9 3.0 3.6
Prompt learning fine-tuned with lexicon 4.7 4.3 3.4 4.1 4.7 4.5 3.1 4.1

Table 9: Results (average of 5-point Likert scale) of the human evaluation (n=11) of simplifying the 3800
sentence pairs (left) and 1200 sentences pairs (right) for Grammaticality / Fluency (G), Semantic adequacy
/ Meaning preservation (M), and Simplification (S); and average (Avg) of scores for the three aspects

the lexicon) achieved scores below the other meth-
ods. In general, mBART improves in semantic ad-
equacy/correctness and simplication when the lex-
icon is used. The prompt-learning-based model
achieved balanced scores in all aspects. It had
the highest scores in grammaticality/fluency and
simplification, with values closed to those obtained
with the lexicon method. Lastly, all methods applied
still need to improve the simplification aspect.

With the manually-simplified sentences (n=1200),
the lexicon approach achieved the highest scores
in simplification, and again lower scores in gram-
maticality/fluency. The lexicon approach and the
prompt-learning strategy were rated similarly re-
garding regarding semantic adequacy. The prompt-
learning strategy again received balanced scores in
all aspects. Also, the mBART models were gener-
ally rated with lower scores compared to the lexicon-
only or the prompt-learning methods.

Table 13 in the Appendix includes samples of
sentences simplified by the evaluated models. In
example 1, the lexicon produces a long sentence,
but the result is more accurate semantically. The
mBART model creates a hallucination (*tendinios
does not exist in Spanish) and wrong paraphrases
for arthritis. For its part, the BERTIN (prompt-
learning-based) model does not provide any sim-
plification. In example 2, both the lexicon and
the prompt-learning-based models simplified ad-
equately, but the prompt method gave more infor-
mation. The mBART models yielded wrong simpli-
fications regarding the semantic content. In exam-
ple 3, the term rabdomiosarcoma is wrongly para-
phrased by mBART (it is not an autoimmune disor-
der); and applying the only lexicon or combined with
mBART yields a long and unnatural paraphrase.
The prompt-learning-based method fine-tuned with
the lexicon provides a finer simplification.

5. Discussion

Large-language models (LLMs) undoubtedly bring
a wide range of new applications for NLP tasks,
including automatic text simplification for medi-
cal documents. This led us to assess the de-

gree to which linguistically-motivated methods (e.g.
lexicon-based approaches) are performant, given
the time-consuming effort they require, compared
to data-driven approaches. In this crossroad, the
experiments here presented try to shed some light,
although more research is needed to confirm our
outcomes.

First, BLEU, ROUGE and SARI scores were
higher with the manually simplified dataset (1200
sentences) compared to the manually aligned
(3800 sentences). Although that subcorpus has
a small size to generalize results (overfitting could
have occurred), our outcomes seem to support the
use of datasets manually prepared by professionals
to achieve quality simplifications.

Second, using the lexicon tended to show higher
quantitative and qualitative results. Compared to
the models fine-tuned without the lexicon, mod-
els trained with the lexicon yielded higher BLEU,
ROUGE and SARI scores (except the NASES
model with the 3800 sentences). However, the
best strategy in our experiments was using the lex-
icon for fine-tuning. When applying the lexicon
for both lexical substitution and concatenation of
paraphrases/definitions, models slightly decreased
(exceptions are the mBART and NASES models
for the SARI metric). Overall, the highest scores
were obtained with the mBART model. Lastly, using
only the lexicon to replace or paraphrase difficult-
to-understand words (without any neural network-
based model) showed middle-range quantitative
results.

Third, quantitative metrics did not match well
with human evaluation scores. The mBART model
achieved the highest BLEU, ROUGE and SARI
scores; nonetheless, it was not among the best
evaluated models in the human evaluation (§4.2).
For its part, the prompt-based (BERTIN) model
achieved BLEU, ROUGE and SARI scores just be-
low those of mBART, but received higher ratings
and even the highest scores in grammaticality or
fluency. In the human evaluation, the only-lexicon
approach and the prompt-method were rated in
first position regarding semantic adequacy and
meaning preservation, and regarding simplification.
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This implies that a such type of lexicon is prefer-
able for a task where semantic correctness is to
be maximized—and the medical domain demands
such requirement. However, the size of the lexicon
needs to be increased and updated regularly.

Nonetheless, grammaticality and fluency needs
to be largely improved in the manner we imple-
mented the lexicon-based approach. Sentences
with replaced or paraphrase terms are too large or
contain brackets inside other brackets (example 3 in
Table 13), and a syntactic simplification is needed
to split them in two clauses. Moreover, replace-
ments may cause errors if the gender of the source
word does not correspond to that of the target term
(e.g. cirugía del abdomen → cirugía del *barriga,
‘abdomen surgery’). Other teams also found the
aforementioned problems (Siddharthan, 2006; Kop-
tient and Grabar, 2020a). Altogether, in our experi-
ments, the prompt-based strategy with the BERTIN
model fine-tuned with the lexicon showed balanced
results: it yielded fine scores across all quantitative
metrics and achieved the highest average rating of
all aspects assessed in the human evaluation.

We would expect similar results on medical texts
in similar languages. Indeed, Cardon and Grabar
(2020) already reported that a medical lexicon of
technical and simplified terms was efficient when
used for training. Alarcón et al. (2023) also ob-
tained fine results with BART-based models. How-
ever, a multilingual replication of our results is yet
to be confirmed, and depends on the availability
of patient-oriented lexicons for other languages,
which are scarce.

6. Limitations

Among the weaknesses of our study, we did not ap-
ply any procedure to select the candidate synonyms
to replace (e.g. by ranking or taking into account
the target context). However, some medical terms
may be replaced differently according to the context:
e.g. sintomático (‘symptomatic’) in tratamiento sin-
tomático → tratamiento de los síntomas (‘treatment
of symptoms’) vs. paciente sintomático → paciente
con síntomas (‘patient with symptoms’). This is es-
pecially important for ambiguous acronyms and ab-
breviations: e.g. fc can stand for farmacocinética
(‘pharmacokinetics’), fosfocreatina (‘phosphocre-
atine’) or frecuencia cardíaca (‘heart rate’). Be-
sides, the coverage of the lexicon still needs to be
improved with more equivalent terms from other
term sources; and updated with new concepts.
Corpus-based frequencies (from technical and lay-
men texts) could be added to the SimpMedLexSp
lexicon. Finally, our results need to be explored
with further experiments—especially, training with
larger corpora—and, ideally, replicated with data
from other languages.

7. Conclusions

We presented a set of experiments on auto-
matic simplification of medical texts in Spanish
using a lexicon of specialized and laymen terms
(SimpMedLexSp), neural network-based methods,
and combining both approaches. We evaluated the
methods using standard quantitative metrics and
conducting a human evaluation of the grammatical-
ity/fluency, semantic adequacy and global simplifi-
cation. Overall, our results showed that using such
type of lexicon generally increased results when
used as training data for fine-tuning deep learning
models, compared to models without it. As well,
using only the lexicon—for lexical substitution and
appending paraphrases or explanations—, or us-
ing it in combination with a prompt-based method,
obtained simplified sentences that were evaluated
with the highest scores, either for semantic ade-
quacy or simplification. Although our findings need
more experimental evidence, they tend to show
that using such type of lexicon benefits to text sim-
plification in the medical domain, which requires
high semantic correctness. Other contributions of
this work are the trained models (available at the
HuggingFace Hub)6 and the current version of the
lexicon, which is freely distributed for research and
educational purposes.7

8. Ethics Statement

The models developed in this work should not be
used for medical decision making without human
assistance and supervision, nor for self-diagnosis
by patients. Deep learning models can generate
erroneous content and hallucinations that may con-
tradict the medical knowledge, so health experts
should check the generated output. Third par-
ties who deploy or provide systems/services using
these models should note that it is their responsi-
bility to mitigate the risks arising from their use.
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Appendix

Zero-shot prompting
Below is an instruction that describes a task. Write a response that
appropriately completes the request.
### Instruction:
Write as easy-to-read text the following text: {asymptomatic}
### Response:
Few-shot prompting
Below there are some examples to simplify medical text. Write a response
following the examples:
### Complex text:
{asymptomatic}
### Simple text:
{no symptoms}
### Complex text:
{apyretic}
### Simple text:

Table 10: Samples of prompts used to train the BERTIN model

Original Se considera mujer en edad fértil como aquellas mujeres que no hayan sido someti-
das a procedimientos de infertilidad permanente o que sean amenorreicas desde
hace menos de 12 meses. (2019-004871-38)
‘Women of childbearing age are considered to be those women who have not under-
gone permanent infertility procedures or who have been amenorrheic for less than
12 months’

Syntactic
simplification

Se consideran mujeres en edad fértil aquellas mujeres que no han sido sometidas a
procedimientos de infertilidad permanente. También se consideran en edad fértil a
quienes sean amenorreicas desde hace menos de 12 meses.
‘Women of childbearing age are considered to be those women who have not under-
gone permanent infertility procedures. Women are also considered of childbearing
age if they have been amenorrheic for less than 12 months’

Lexical
and syntactic
simplification

Se consideran mujeres en edad fértil aquellas que no han sido sometidas a proced-
imientos de infertilidad permanente. También se consideran en edad fértil a quienes
no tienen menstruación desde hace menos de 12 meses.
‘Women of childbearing age are considered those who have not undergone perma-
nent infertility procedures. Women are also considered of childbearing age if they
have not been menstruating for less than 12 months.’

Original Los participantes con radiación en el pecho o la pared torácica pueden estar permiti-
dos si la radiación torácica se documenta >6 meses antes de iniciar el tratamiento
del estudio. (2022-000131-23)
‘Participants with chest or chest wall radiation may be permitted if chest radiation is
documented > 6 months before starting study treatment.’

Syntactic
simplification

Se permiten los participantes con radiación en el pecho o la pared torácica. La
condición es que la radiación torácica se documente durante más de 6 meses
antes de iniciar el tratamiento del estudio.
‘Participants with chest or chest wall radiation are allowed. The condition is that
chest radiation is documented > 6 months before starting study treatment.’

Lexical
and syntactic
simplification

Se permiten los participantes con radiación en el pecho o la pared del pecho. La
condición es que la radiación se documente durante más de 6 meses antes de
iniciar el tratamiento del estudio.
‘Participants with chest or chest wall radiation are allowed. The condition is that
chest radiation is documented > 6 months before starting study treatment’

Table 11: Samples of sentences used in the experiments (EudraCT id in brackets)
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Score Grammaticality / Fluency
Is the simplified sentence grammatically correct or sufficiently readable? Does it have errors
in syntax, agreement or too many words that make it difficult to read?

5 The sentence is fluent (native speaker level) and grammatically correct.
4 The sentence is nearly fluent (non-native speaker level) and grammatically correct.
3 The sentence is less fluent, with some ungrammatical but understandable parts.
2 The sentence is less fluent and with fewer grammatical parts, but is partially understandable.
1 The sentence is completely unintelligible.

Score Semantic adequacy / Meaning preservation
Does the simplified sentence adequately preserve the original meaning, and is it
meaningless or inadequate in relation to the original?

5 The sentence adequately conveys the core meaning of the original sentence.
4 The sentence mostly conveys the essential meaning of the original sentence.
3 The central meaning of the original text is not conveyed, but some information from the

original text is partially preserved.
2 The meaning of the sentence is markedly different from the original sentence, even contrary.
1 It is impossible to evaluate the meaning of the target sentence due to its unintelligibility.

Score Simplification
Is the resulting text simpler than the original? Is the simplification of good quality?

5 The target sentence is much simpler than the original and no information is lost.
4 The target sentence is simpler than the original and not much (or any) information is lost.
3 The target sentence is as simple/difficult as the original.
2 The target sentence is slightly more difficult than the original and/or the resulting

sentence loses some relevant information.
1 The target sentence is more difficult and/or loses important information compared

to the original; or it is impossible to evaluate the simplicity of the target sentence
due to its unintelligibility.

Table 12: Instructions for human evaluation, translated to English and adapted from (Yamaguchi et al.,
2023)
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(1) Original Muy raras: tendinitis, artritis ‘Very rare: tendonitis, arthritis’

Only lexicon Muy raras: dolor e inflamación de un tendón, inflamación de una o más articulaciones
‘Very rare: pain and swelling of a tendon, swelling of one or more joints’

mBART Muy raras: tendinitis (inflamación de los tendinios), artritis (inflamación de la artritis)
‘Very rare: tendonitis (swelling of tendinios), arthritis (swelling of arthritis)’

mBART
+ lexicon

Muy raras: tendinitis, artritis (enfermedad de los huesos largos).
‘Very rare: tendonitis, arthritis (long bone disease)’

mBART
+ lexicon
+ postproces.

Muy raras: tendinitis, artritis (enfermedad de los huesos largos).
‘Very rare: tendonitis, arthritis (long bone disease)’

BERTIN
+ lexicon

Muy raras: tendinitis, artritis (Not simplified)
‘Very rare: tendonitis, arthritis’

(2) Original Disección radical de ganglios linfáticos. ‘Radical dissection of lymph nodes’

Only lexicon Disección radical de ganglios linfáticos (nódulos que forman parte del sistema inmu-
nitario). ‘Radical dissection of lymph nodes (nodes that are part of the immune system)’

mBART Dificultad para abrir los ganglios linfáticos. ‘Difficulty opening the lymph nodes’
mBART
+ lexicon

A veces se administran ganglios linfáticos a través de la piel.
‘Sometimes, lymph nodes are administered through the skin.’

mBART
+ lexicon
+ postproces.

A veces se administran ganglios linfáticos (nódulos que forman parte del sistema
inmunitario) a través de la piel. ‘Sometimes, lymph nodes (nodes that are part of the
immune system) are administered through the skin.’

BERTIN
+ lexicon

Disección radical de ganglios linfáticos (extirpación de todos los ganglios linfáticos
de una zona del cuerpo)
‘Radical dissection of lymph nodes (removal of all lymph nodes from a body part)’

(3) Original Rabdomiosarcoma ‘Rhabdomyosarcoma’

Only lexicon Rabdomiosarcoma (cáncer de tejidos blandos (como el músculo), tejido conectivo
(como el tendón o el cartílago) o el hueso). ‘Rhabdomyosarcoma (cancer of soft
tissues (such as muscle), connective tissue (such as tendon or cartilage) or bone’

mBART Rabdomiosarcoma (enfermedad autoinmune del sistema inmunitario)
‘Rhabdomyosarcoma (autoimmune disease of the immune system)’

mBART
+ lexicon

Rabdomiosarcoma (cáncer de tejidos blandos (como el músculo), tejido conectivo
(como el tendón o el cartílago) o el hueso). ‘Rhabdomyosarcoma (cancer of soft
tissues (such as muscle), connective tissue (such as tendon or cartilage) or bone’

mBART
+ lexicon
+ postproces.

Rabdomiosarcoma (cáncer de tejidos blandos (como el músculo), tejido conectivo
(como el tendón o el cartílago) o el hueso). ‘Rhabdomyosarcoma (cancer of soft
tissues (such as muscle), connective tissue (such as tendon or cartilage) or bone’

BERTIN
+ lexicon

Rabdomiosarcoma (cáncer de tejido blando que se origina en los músculos)
‘Rhabdomyosarcoma (soft tissue cancer originating in the muscles)’

Table 13: Samples of original and simplified excerpts used in the human evaluation
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