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Abstract
Large language models achieve impressive results by inferring conditional probability distributions in the context of
user input to generate responses. However, they still have the following limitations in practical applications: 1) User
queries are often colloquial and do not conform to the conditional probability distribution of LLM. 2) Unsupervised
generation and recall of in-context examples (compared to random sampling) remains an open problem. To
alleviate the above problems, we propose a novel Self-calibration, Self-recall and Self-aggregation prompt
pipeline (S3Prompt). Specifically, we first design a question calibration prompt to align colloquial queries with
LLM context. Secondly, we construct a candidate recall prompt that allows LLM to generate potential background
information, which is different from traditional retrieval-based QA. Finally, we design an information aggregation
prompt to generate the final answer by aggregating the recalled information. Notably, we find that the self-generated
information by LLM has a smaller gap when fused with LLM. We conducted comprehensive experiments on various
datasets, including numerical reasoning, common sense reasoning, logical reasoning, and reading comprehension.
The results showed that the performance of LLM can be significantly improved by using question calibration,
candidate recall, and information aggregation, without requiring annotated datasets and model parameter updates.
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1. Introduction
Large language models (LLMs) (OpenAI, 2023;
Anil et al., 2023) have revolutionized natural lan-
guage task solving through prompting(Brown et al.,
2020) and have demonstrated impressive capabil-
ities in a variety of natural language processing
tasks. This technique involves conditioning the
languagemodel with an instruction (zero-shot) and
sometimes augmenting with a small set of task-
specific examples (few-shot), enabling it to gener-
alize and respond effectively to tasks. A rapidly
advancing body of research has introduced tech-
niques to enhance these prompting methodolo-
gies. Notably, chain-of-thought prompting (Wei
et al., 2023; Kojima et al., 2022) has emerged
as a powerful method for enhancing language
model performance in NLP tasks. LTM prompt-
ing (Zhou et al., 2022a), Tree of Thoughts (Yao
et al., 2023), Graph of thoughts (Besta et al., 2023),
and Algorithm of thoughts (Sel et al., 2023) fur-
ther support chain-of-thought by breaking down
complex problems into simpler sub-problems. Ko-
jima et al. (2022) further demonstrate the LLM’s
zero-shot reasoning ability by adding “Let’s think
step by step” before the LLM outputs the answer.
MetaICL(Min et al., 2021) find that after allowing
the model to experience as many NLP tasks as
possible, the model can achieve good results even
for tasks it has never seen before, whether it is
zero-shot learning or contextual learning.

† The authors contributed equally to this work.

Although LLMs pre-trained on large corpora can
solve certain problems in different domains, their
performance in specific vertical domains varies
and requires examples from different scenarios.
Recently, three techniques have been introduced
by rapidly developing research institutions to en-
hance the ability of LLMs in different domains. The
first is supervised fine-tuning: FLAN (Wei et al.,
2021) annotates multiple NLP tasks and divides
them into multiple clusters based on their task
types and objectives, and then, it randomly se-
lects all tasks within one cluster for evaluation.
MetaICL (Min et al., 2021) found that after ex-
posing the model to as many NLP tasks as pos-
sible, the model can achieve good results even
for unseen tasks, whether it is zero-shot learn-
ing or in-context learning. InstructGPT (Ouyang
et al., 2022) improves the GPT-3’s instruction-
following ability by fine-tuning it on many diverse
crowd-sourced instruction-answer pairs. The sec-
ond is retrieve&generation: (Liu et al., 2021),
Zhang et al. (2022a) and Chen et al. (2023)
form annotated data using SentenceBERT-based
method (Reimers andGurevych, 2019; Liang et al.,
2019a,b; Song et al., 2022; Wang et al., 2022b;
Xue et al., 2023) or BM25 (Robertson et al., 2004)
focused retrieval of relevant examples to enhance
in-context learning in the LLM. Shi et al. (2022a)
Utilize an annotated dataset to train a retriever with
LLM feedback to retrieve demonstrations useful
for test examples. Li and Qiu (2023) proposes
to select a representative set of examples from
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the training set, which significantly improves ICL
over a randomly selected baseline. The third is
Fine-tuning with LLM-generated data: Zelikman
et al. (2022) propose to let the LLM generate ra-
tionales for annotated input/output pairs and train
itself to enhance the reasoning ability. Magister
et al. (2022) and Fu et al. (2023) use the reasoning
paths generated by large LM to improve the small
LM’s reasoning capability. More recently, Huang
et al. (2022) apply self-training with varying data
formats on PaLM (Chowdhery et al., 2022) and im-
prove its reasoning performance.
While standard prompting and chain of thought
prompting exhibit impressive capabilities and find
applications across various domains. However,
they still face the following problems: 1) User in-
put is usually colloquial and may contain spelling
errors. This colloquial query does not comply with
the conditional probability distribution of LLM. 2)
LLMs such as ChatGPT and GPT4 usually interact
with users through open APIs, which face the chal-
lenge of untrainable or expensive training costs.
In non-finetune scenarios, the annotation of in-
context learning examples faces high costs, and
the selection of examples is crucial to the effective-
ness of reasoning, the strategies may sometimes
lead to repetitive responses and chain-of-thought
prompting, is susceptible to symbol mapping er-
rors, hallucinations, and omission of intermediate
steps (Kojima et al., 2022).
In order to alleviate the above problems, in this
paper we propose S3prompt which is a prompt-
ing strategy that builds upon existing prompting
approaches. We provide instructions for the S3

prompt in the ICL settings. Details are as follows:
first, S3Prompt draws inspiration from the innate
cognitive strategies employed by humans, pre-
cisely the act of self-questioning, when answering
queries. By checking the input questions and re-
vising them before answering the questions, peo-
ple usually refine their ideas and even discover
the original Errors in the input (Joseph and Ross,
2018; Joseph et al., 2019). Secondly, examples
are crucial to LLM reasoning in in-context learn-
ing. To address this issue, we designed multi-
ple reasoning paths and cross-validation to ob-
tain high-confidence examples. Then, we con-
structed a vector retriever using sentence-bert and
faiss, which can retrieve the semantically closest
examples based on the user’s input query. Fi-
nally, considering that the semantically closest ex-
amples may not be the most needed for LLM
reasoning about the target question, we also de-
signed a self-aggregation module , which will se-
lect the most useful example for the target ques-
tion from the top K examples retrieved by seman-
tic. We empirically evaluate our approach against
various prompting baselines using a wide vari-

ety of model families with different sizes, includ-
ing Codex (code-davinci-002), GPT-3.5-Turbo1,
Starcoder-15B, Llama-13B, and GPT-J-6B. Our re-
sults show that S3Prompt significantly improves
the performance of language models on various
NLP tasks.
The main contributions of this work can be summa-
rized as follows. First, we systematically discuss
the feasibility of query representation calibration ,
candidate recall and aggregation reasoning in in-
context learning. And a novel Self-calibration, Self-
recall and Self-aggregation reasoning paradigm is
proposed to better understand the problem and
deduce the correct answer. Secondly, the pro-
posed S3Prompt paradigm effectively enhances
the distribution alignment relationship between the
problem and LLM. And through retrieval + aggre-
gation LLM’s own knowledge can be better uti-
lized, enabling it to successfully model complex
problems and achieve efficient reasoning. Finally,
We conducted comprehensive experiments on var-
ious datasets, including numerical reasoning, com-
mon sense reasoning, logical reasoning, and read-
ing comprehension. The results showed that the
performance of LLM can be significantly improved
by using question calibration, candidate recall, and
information aggregation, without requiring anno-
tated datasets and model parameter updates.

2. RELATED WORK
Prompting The success of large language mod-
els has sparked interest in using prompting tech-
niques to improve task performance (Brown et al.,
2020). While recent research has focused on task-
specific instruction tuning, either by fine-tuning the
entire model (Raffel et al., 2020; Wei et al., 2021;
Sanh et al., 2021; Wang et al., 2022d) or maintain-
ing task-specific parameters (Li and Liang, 2021;
Lester et al., 2021), our work is a general prompt-
ing approach that can improve contextual learning
ability without any fine-tuning.
LLM Reasoning The use of language models to
generate intermediate steps has been widely val-
idated in the context of solving reasoning tasks,
whether through training (Nye et al., 2021; Zelik-
man et al., 2022), zero-shot (Kojima et al., 2022),
or few-shot prompting (Wei et al., 2022). Recent
work has focused on problem decomposition and
teaching language models to answer subtasks, ul-
timately answering complex questions (Zhou et al.,
2022a; Dua et al., 2022; Wang et al., 2022a; Zhou
et al., 2022b). S3Prompt is orthogonal to these
methods, enhancing input queries rather than as-
signing generation. Therefore, it can be easily
extended by any of these prompting strategies.

1https://openai.com/blog/chatgpt/. We use gpt-
3.5-turbo-0301 snapshot from May 2023

https://openai.com/blog/chatgpt/
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Figure 1: The illustration of Self-Recall.
A closely related research direction involves ex-
ploring the interpretability and consistency of the
fundamental principles generated by large mod-
els. Recent works (Wang et al., 2023; Imani et al.,
2023; Madaan and Yazdanbakhsh, 2022) have im-
proved the interpretability of numerical tasks, while
(Yao et al., 2022; Jung et al., 2022; Yao et al., 2023;
Zheng et al., 2022; Fei et al., 2022) have improved
the performance of various arithmetic and logical
reasoning tasks by leveraging the consistency be-
tween multiple generated principles.
Demonstration Selection in-context learning
(ICL) primarily retrieves relevant input/output pairs
for a provided test example from an annotated
dataset. Liu et al. (2021) proposes to utilize dense
semantic embedders to retrieve relevant exam-
ples to improve ICL. Agrawal et al. (2022) Ex-
ample of retrieving machine translation ICL using
BM25. Das et al. (2021) and Hu et al. (2022) ex-
plore knowledge-based question answering and
dialogue state tracking respectively, and design
specialized target similarity to train demonstration
retrieval. Rubin et al. (2021) propose to train
demonstration retrieval via feedback from LM and
demonstrate its effectiveness on semantic parsing.
Shi et al. (2022b) further explores cross-language
semantic parsing using similar training signals as
Rubin et al. (2021). Lyu et al. (2022) uses ran-
dom labels to retrieve relevant examples and pro-
poses heuristics to reduce the negative impact of
incorrect labels. Recently, Li et al. (2023b) pro-
posed UDR, a unified demonstration retriever for
various NLP tasks, which is trained on approxi-
mately 40 annotated datasets with unified LM feed-
back. Although most of these methods rely on
high-quality annotated datasets and only explore
contextual learning without underlying principles,
But S3Prompt allows LLM to improve itself without
annotated datasets and parameter updates.
Model Augmentation In addition, some works at-
tempt to use data generated by LLMs for model
enhancement. Ye et al. (2022b); Gao et al. (2022);
Ye et al. (2022a) propose ZeroGen, ProGen, and
ZeroGen+ to use LLM-generated datasets to en-
hance small models such as LSTM or DistilBERT.
Ho et al. (2022); Magister et al. (2022); Fu et al.
(2023); Xue et al. (2024); Liu et al. (2023a,b) sug-
gest using LLMs to generate reasoning paths and
teach small language models to reason. Wang
et al. (2022c) and Honovich et al. (2022) use LLMs
to generate instruction data and improve the LLM’s
instruction tracking ability. Schick et al. (2023); Ma
et al. (2022) proposes ToolFormer, which learns

how to use various tools through self-generated
data. Huang et al. (2022) and Zelikman et al.
(2022) use LLMs to generate reasoning paths and
improve themselves using annotated and unanno-
tated datasets, respectively. Shao et al. (2023);
Zhang et al. (2022b) have LLMs generate COT
data themselves. Li et al. (2022) uses LLMs to gen-
erate knowledge bases and improve their open-
domain QA capabilities.
These works reveal the importance of promoting
high-quality reasoning in the thinking chain pro-
cess. However, generating and utilizing high-
quality examples that fit the LLM distribution
makes this process challenging. This prompted
us to design a better mechanism (S3Prompt) to
prompt language models in in-context learning.
It is a new prompting scheme that allows LLM
to output high-quality answers in a structured
way through self-calibration, self-recall, and self-
aggregation.

3. Background: Chain of Thought
The large language model has shown impressive
reasoning abilities on various tasks. Chain-of-
Thoughts (CoT) prompting (Wei et al., 2022; Ko-
jima et al., 2022) is the most prevailing way to let
the LLM reason, i.e., generate a coherent series of
intermediate reasoning steps that lead to the final
answer. Chain-of-Thoughts (CoT) prompting (Wei
et al., 2022; Kojima et al., 2022) is the most com-
mon way to inspire LLM reasoning, and its core
idea is that by simulating the reasoning process
of human thinking, we can better understand the
essence and mechanism of human thinking, and
thus provide a more in-depth and comprehensive
understanding for problem solving. And the Zero-
shot COT and Few-shot COT are both reasoning
methods based on the COT thinking chain model.
Few-shot COT is a reasoning method that learns
from a small number of examples, aiming to con-
trol the model’s reasoning direction by letting the
LLM learn the step-by-step reasoning process of
few-shot examples, thus achieving significant im-
provements in complex tasks. In contrast, Zero-
shot COT does not use examples, and its core is to
extract the step-by-step reasoning process of the
current problem using ”Let’s think step by step”. In
other words, the main difference between them is
that Zero-shot COT is suitable for situations where
there is no sample reference at all, while Few-shot
COT is suitable for situations where there are few
sample references but still some. Specifically, the
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Figure 2: The illustration of Self-Calibration.

Few-Shot-CoT gets the answer as follows:

s = LLM(e1, e2, · · · , qtest) (1)

where ei = [xi, ri, ai] is the ith demonstration, in-
cluding input, reasons and answers. It first de-
codes s from the LLM via the few-shot Chain-of-
Thought prompting, and parses s to get the final
answer. Since the demonstration are usually in
the format: “[Input] [Reason] The answer is [An-
swer]”, so the answer can be easily parsed from
s via the trigger “The answer is”. Similarly, Zero-
Shot-CoT uses answer triggers, e.g., “Therefore,
the answer is”, to extract the final answer from the
zero-shot reasoning path generated by LLM (Wei
et al., 2022).
In this work, we focus on enabling LLM to en-
hance reasoning capabilities and in-context learn-
ing through self-calibration, self-recall, and self-
aggregation, without the need for parameter up-
dates and annotated data sets.

4. Method
4.1. Self-Calibration
According to human language habits, there is a
huge difference between written language and
spoken language. Written language is generally
more formal, with direct content and clear mean-
ing, while spoken language often includes many
modal particles or oral language habits. We found
that there is a significant difference in semantic
understanding of sentences using LLM in the two
scenarios. Queries in spoken language scenar-
ios contain more irrelevant and chaotic informa-
tion, which leads to erroneous prediction results
in LLM output. To address the above issue, we de-
signed a self-calibration module as shown in Fig-
ure 2. Specifically, we use the task-independent
prompt ”Please help me revise and rephrase this
query to make it clearer.” to rewrite the query. The
goal is to make the regenerated query more clear
in meaning and help users to initially clarify their
intentions.

4.2. Self-Recall
The selection of examples is crucial in in-context
learning, different selection schemes can cause

significant differences in results. LLM can provide
reference ”learning” samples based on examples
to guide model inference and complete thinking
chains. However, there are two problems with ex-
ample construction in real-world scenarios: one is
the lack of thinking chains, and the other is the gap
betweenmanually constructed thinking chains and
LLM itself, which may exacerbate the model’s hal-
lucination. To address these issues, we designed
a self-recall module, which includes two modules:
example generation and example recall.
As show in 1. Firstly, in the example genera-
tion module, we let LLM perform extensive adap-
tive inference on the training dataset and save the
question/reason/answer to an external knowledge
base. For each data, we samplemultiple inference
paths by controlling the temperature coefficient,
represented as [r1, r2 · · · , rn] and [a1, a2 · · · , an].
Then, we use majority voting and intra-cluster an-
swer divergence to select the examples that need
to be saved.
Secondly, in the example recall module, we select
examples that are semantically closer to the cur-
rent query by recalling through semantic vectors.
We use sentence-BERT to vectorize the questions
in the recall candidates and save them in a vector
retrieval database. We recall the TOP-N seman-
tically closest examples from the vector database
using the query to be inferred.
Finally, we encapsulate self-recall as a retrieval in-
terface, with the specific formula as follows:

Examples = Retriver(qtest) (2)

which can recall the top N most relevant examples
(ei = [xi, ri, ai] < input, reasons, answers>) based
on the input query at the semantic level.

Figure 3: The illustration of Self-Aggregation.

4.3. Self-Aggregation
In order to better use the LLM to understand the
goal of finding useful examples, we designed a
self-aggregation module in addition to semantic re-
trieval. Its goal is to select the most relevant ex-
amples from the semantic recalled examples and
make their output easy to parse using a predefined
format. We designed a prompt for selecting exam-
ples, such as ”You must select the most useful ex-
ample [idx] from the input examples”, as shown in
the following formula:
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ebest = LLMRetriver(e1, e2, · · · , qtest), (3)
Answer = LLM(ebest, qtest) (4)

The final Answer is the result obtained by concate-
nating the most relevant example with qtest and re-
questing LLM.

5. Evaluation Setup
5.1. Benchmarks
We conducted a comprehensive evaluation of
S3Prompt on a range of natural language process-
ing tasks, with a particular focus on four types,
including 14 widely recognized benchmarks. We
also evaluated S3Prompt in the presence of per-
turbed sentences in queries. To ensure a thorough
and comprehensive evaluation, we used four dif-
ferent causal language models. In this section, we
will delve into the details of the evaluation setup.
Numerical Reasoning We evaluate numerical
reasoning tasks from (Wei et al., 2023) for a
fair comparison between the methods including,
GSM8K (Cobbe et al., 2021), SVAMP (Patel et al.,
2021), AQUA-RAT (Ling et al., 2017), SingleOp
and MultiArith subsets from (Roy and Roth, 2016)
, which can measure the reasoning ability of
LLM. Additionally, we examine the performance of
S3Prompt on the high school mathematics subset
of the MMLU dataset (Hendrycks et al., 2021a,b)
and theGSMIC-4k dataset (Shi et al., 2023), which
focuses explicitly on queries containing perturba-
tions.
Logical Reasoning For logical reasoning, we
assess the Shuffled Objects (tracking three ob-
jects), Date Understanding tasks from bigBench
(Ghazal et al., 2013), LogiQA (Liu et al., 2020) and
generate 1000 random samples with two trials of
flipping the coin for Coin Flipping task (Wei et al.,
2023) , which can measure the logical reasoning
ability of LLM.
Reading Comprehension While we evaluate
multiple numerical subsets of DROP (Dua et al.,
2019), (including Football, Non-football, Census,
and Break(Wolfson et al., 2020) from the QDMR
dev subset) and could also be included in the arith-
metic benchmarks, we group it with SQuAD (Ra-
jpurkar et al., 2016) based on the query style. We
evaluate S3Prompt on DROP (Dua et al., 2019)
and SQuAD (Rajpurkar et al., 2016) as two stan-
dard reading comprehension benchmarks. The
Football subset of the DROP dataset was curated
by applying keyword-based filtering with the key-
word ”yard” (Zhou et al., 2022a), and the Cen-
sus subset was created by selectively filtering pas-
sages that contained the terms ”population” and
”census.” , which can measure the reading com-
prehension ability of LLM.

Commonsense Reasoning For commonsense
reasoning, we use StrategyQA (Geva et al., 2021),
Winogrande (ai2, 2019) datasets to assess the per-
formance of S3Prompt on tasks that involve sim-
pler queries but require factual knowledge.

5.2. Language models
For our experiments, we use code-davinci-002
(Chen et al., 2021) as the primary model for all
tasks since this model is free to evaluate and has a
strong in-context learning ability. And we present
the results on a subset of datasets on GPT-3.5-
Turbo, a model comparable to the size of code-
davinci-002. We also experiment with the smaller
and publicly available models such as StarCoder-
15B (Li et al., 2023a), Llama-13B (Touvron et al.,
2023), and GPT-J-6B (Wang and Komatsuzaki,
2021) specifically on synthetic and simpler tasks,
including coin flipping, SingleOp, SVAMP and date
understanding. To experiment with smaller mod-
els, we utilize the HuggingFace2 models.

5.3. Prompts
Few-Shot Exemplars For a fair comparison of
methods, we use the same exemplars introduced
in (Wei et al., 2023) for the GSM8K, SVAMP,
SingleOp, MultiArith, Date Understanding, and
Coin-Flipping tasks across all models. Addition-
ally, we evaluate with the prompts suggested by
(Zhou et al., 2022a) in the least-to-most prompting
method for the GSM8K, SVAMP, MultiArith, and
DROP subsets. Furthermore, we propose a new
set of prompts specifically for the DROP Census
subset since no prior proposals exist.

Zero-Shot-CoT Prompts As proposed in (Ko-
jima et al., 2022), we employ the prompt ”Let’s
think step by step.” in stage 1. In stage 2, we
extract the answer using different prompts de-
pending on the type of task. For multiple-choice
tasks, we utilize prompts like ”From (a) through
(e), the answer is.” For other tasks, we use the
phrase ”So, the answer is.”

5.4. Implementation Details
We use the same few-shot CoT examples as Wei
et al. (2022) and Zhou et al. (2022a), respectively.
For the left datasets, we randomly select questions
from the training set and use LLM to generate rea-
soning paths and get their few-shot CoT examples.
And we use the temperature T = 1.2 to encourage
more diverse reasoning paths and use τ = 0.3 as
uncertainty threshold unless otherwise specified.
For self-recall, we use Sentence-BERT (Reimers
and Gurevych, 2019) and the vector retrieval tool

2Source code at https://huggingface.co/EleutherAI

https://huggingface.co/EleutherAI
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Model Dataset Zero-shot Few-shot
Standard CoT Standard CoT

S3Prompt 7 3 7 3 7 3 7 3
C
od
e-
da
vi
nc
i-0
02

GSM8K 16.4 22.6(+5.2) 49.3 54.1(+4.8) 19.2 23.5(+4.3) 61.1 68.6(+7.5)

SVAMP 66.8 74.1(+7.3) 66.5 74.3(+7.8) 69.8 76.5(+6.7) 75.2 81.3(+6.1)

MultiArith 31.0 48.8(+17.8) 76.0 81.6(+5.6) 44.0 58.8(+14.8) 96.1 98.6(+2.5)

SingleOp 91.6 92.3(+0.7) 82.9 92.7(+9.8) 93.2 94.6(+1.4) 92.8 95.1(+2.3)

Shuffled Objects 36.4 37.4(+1.0) 42.4 58.9(+15.5) 34.8 36.6(+1.8) 66.0 69.7(+3.7)

Coin Flip 47.7 47.6(−0.1) 58.5 62.1 (+3.6) 99.6 100(+0.4) 100 100(+0.0)

Date 44.2 43.9(−0.3) 39.0 47.4(+8.4) 49.3 51.0(+1.7) 65.6 69.8(+4.2)

DROP(Football) 50.8 59.5(+8.7) 44.1 60.4(+16.3) 63.7 70.6(+6.9) 67.3 73.8(+6.5)

DROP(Nonfootball) 43.2 57.3(+14.1) 39.7 52.7(+13.0) 57.1 64.5(+7.4) 69.2 74.2(+5.0)

DROP(Census) 45.9 64.3(+18.4) 30.0 52.3(+22.3) 56.8 66.9(+10.1) 69.6 77.4(+7.8)

DROP(Break) 43.7 56.9(+13.1) 38.2 52.5(+14.3) 55.5 63.7(+8.2) 65.3 69.7(+4.4)

SQuAD(F1) 65.7 68.9(+3.2) 52.6 54.8(+2.2) 88.7 91.9(+3.2) 90.5 90.9(+0.4)

AQUA-RAT 21.2 23.4(+2.2) 37.0 36.4(−0.6) 30.3 31.9(+1.6) 43.7 44.3(+0.6)

MMLU-h 31.8 36.6(+4.8) 42.5 42.7(+0.2) 36.7 39.3(+2.6) 44.1 43.7(−0.4)

logiQA 42.5 42.1(−0.4) 37.0 40.7(+3.7) 45.3 46.9(+1.6) 40.9 41.3(+0.4)

G
PT

-3
.5

(T
ur
bo
)

GSM8K 5.6 24.8(+19.2) 75.7 77.6(+1.9) 31.3 34.5(+3.2) 75.1 84.4(+9.3)

SVAMP 51.9 76.4(+24.5) 80.5 83.8(+3.3) 76.1 78.4(+2.3) 77.4 82.3(+5.9)

MultiArith 76.5 83.7(+7.2) 93.4 96.6(+3.2) 83.4 90.5(+7.1) 97.8 98.8(+1.0)

SingleOp 92.6 96.8(+4.2) 91.4 94.8(+3.4) 93.9 96.8(+2.0) 95.7 96.8(+1.1)

Shuffled Objects 26.9 26.7(−0.2) 79.5 82.5(+3.0) 30.6 36.4(+5.8) 68.8 75.2(+6.4)

Coin Flip 76.7 86.8 (+10.1) 99.8 99.8(+0.0) 90.0 95.6(+5.6) 100 100(+0.0)

Date 45.7 45.1(+0.4) 46.6 47.0(+0.4) 50.4 51.3(+1.9) 64.5 66.8(+2.3)

DROP(Break) 47.1 52.8(+5.7) 51.9 51.7(−0.2) 59.9 62.7(+2.8) 61.6 66.7(+5.1)

SQuAD(F1) 79.1 80.6(+1.5) 62.1 59.4(−2.7) 76.4 84.0(+7.6) 85.3 86.8(+1.5)

AQUA-RAT 27.9 28.6(+0.7) 51.1 51.0(−0.1) 33.4 35.8 (+2.4) 39.7 57.6(+17.9)

MMLU-h 25.6 31.5(+5.9) 51.1 53.3(+2.2) 34.1 36.4 (+2.2) 28.9 41.1(+12.2)

logiQA 36.2 38.5(+2.3) 37.6 39.0(+1.4) 45.1 44.6(−0.5) 32.5 32.3 (−0.2)

St
ar
co
de
r

(1
5B

)

SingleOp 63.1 66.9(+3.8) 53.5 66.6 (+13.1) 64.0 70.2(+6.2) 68.8 74.7(+5.9)

SVAMP 35.6 37.5(+1.9) 30.9 37.6(+6.7) 32.4 38.7(+6.3) 30.2 41.1(+10.9)

Coin Flip 55.4 55.3(−0.1) 51.6 52.0(+0.4) 98.6 99.8(+1.2) 100.0 100.0(+0.0)

Date 15.9 19.2(+3.3) 20.6 21.8(+2.2) 24.4 26.6(+2.2) 38.4 38.8(+0.4)

Ll
am

a
(1
3B

) SingleOp 78.4 81.0(+2.6) 64.9 75.0(+10.1) 81.1 85.4(+4.3) 81.3 86.6(+5.3)

SVAMP 36.4 46.3(+9.9) 30.7 38.3(+7.6) 39.2 46.5(+7.3) 38.7 47.1(+8.4)

Coin Flip 53.2 55.3(+2.1) 51.0 51.2(+0.2) 89.8 92.9(+2.1) 100.0 100.0(+0.0)

Date 24.9 26.6(+1.7) 22.5 27.0(+4.5) 32.8 35.1(+12.3) 42.3 45.9 (+3.6)

G
PT

-J
(6
B)

SingleOp - - - - 37.2 39.9(+2.7) 45.3 48.5(+3.2)

SVAMP - - - - 8.9 10.1(+1.2) 21.1 24.8(+3.7)

Coin Flip - - - - 81.3 81.3(+0.0) 80.6 96.4(+15.8)

Date - - - - 13.2 13.8(+0.6) 11.1 15.8(+4.7)

Table 1: Performance Summary of S3Prompt on all models. S3Prompt consistently improves perfor-
mance across different prompting strategies, showing significant improvements in zero-shot prompting
scenarios. It outperforms the prior state of the art in numerical reasoning and reading comprehension
tasks. However, we do not see consistent improvements on multiple choice tasks.

Faiss for semantic filtering. And we set the num-
ber of cluster l and the number of each cluster’s
memory candidates k as 4 and 10, respectively.

6. Results
6.1. Model Performance
As we focus on whether S3Prompt can help LLM
improve reasoning accuracy, we extensively com-
pared our method with zero-shot, zero-shot CoT,
few-shot, and few-shot CoT prompt strategies. Ta-
ble 1 provides the overall results of S3Prompt.
Result based on Code-davinci-002: We find that
S3Prompt significantly outperforms baselines on
most datasets, which shows S3Prompt’s best com-
prehensive reasoning capability on a series of NLP
tasks. It is worth noting that S3Prompt shows

significant improvements in the zero-shot prompt
scenario, especially for tasks with long query con-
texts, such as the DROP and SQuAD datasets.
We observed an 18.4% improvement in accuracy
for the zero-shot prompt DROP (census subset)
dataset. Similarly, S3Prompt using Zero-shot-
CoT achieved an accuracy improvement (7.3%)
on SVAMP, which makes the overall accuracy
comparable to the few-shot CoT prompt. How-
ever, at the same time, S3Prompt also achieved
improvements when the baseline methods could
not solve the task. For example, in the Shuffled
Objects task involving three objects, S3Prompt
showed a slight improvement in zero-shot perfor-
mance (from 36.4% to 37.4%). Nevertheless, it
greatly improved the accuracy of Zero-shot-CoT
(from 42.4% to 58.9%).
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Figure 4: Results of component ablation experiment.
Result based on GPT-3.5-Turbo: We also eval-
uated the performance of S3Prompt on non-code
training models of similar size to Code-davinci-
002, using GPT-3.5-Turbo for experiments on task
subsets. Overall, these results are consistent with
our previous experiments on code-davinci-002.
For example, S3Prompt significantly improved the
accuracy on GSM8K, increasing from 75.1% to
84.4% in Fewshot-CoT. Meanwhile, we observed
that the performance improvement in reading com-
prehension tasks (DROP and SQuAD) in the zero-
shot scenario was not significant. After qualitative
analysis, we observed that the model was less af-
fected by semantically related examples and had
higher relevance to the passage, whichmay be the
reason for the insignificant performance improve-
ment.
Result based on StarCoder-15B, Llama-13B
and GPT-J-6B: And we evaluated the perfor-
mance of S3Prompt on smaller public models.
Our evaluation included coin-flipping, SingleOp,
and date-understanding tasks, as these smaller
models are less capable of challenging reason-
ing tasks. The set includes a toy task and two
relatively simple datasets, while date understand-
ing is considered a challenging task on Bigbench.
We can observe that the performance of the small
model is significantly weaker than that of the large
model. And we also observed inconsistent results
in the causal chain reasoning, but performance
was still improved with the S3Prompt-enhanced.

6.2. Ablation Study
To evaluate the contribution of each component
in S3Prompt, we conducted a series of ablation
studies as show in Figure 4. First, we exam-
ined whether the accuracy improvement brought

by S3Prompt was solely due to query calibration.
Our research results show that both the origi-
nal query and the calibrated query are crucial for
achieving performance improvements. Second,
Zero-Shot-CoT showed impressive performance
on ChatGPT and outperformed Few-Shot-CoT on
several datasets, indicating that introducing irrele-
vant CoT examples may not be necessary for LLM
and may introduce noise. Meanwhile, S3Prompt
consistently outperformed Zero-Shot-CoT on al-
most all datasets, demonstrating the usefulness
of example retrieval. Additionally, to verify the
importance of reason and answer, we removed
them from S3Prompt. Overall, despite directly out-
putting the reasoning answer, their performance
on multiple datasets is still better than Zero-Shot
and Few-Shot. Furthermore, although (no rea-
soning) provides the question and answer pair,
and (no answer) does not provide the reasoning
process, they exhibit similar performance overall.
That is, relevant examples and explicit reason-
ing in inference are important for significant per-
formance improvement of S3Prompt. In addition,
we also compared the effect of random sampling
and found that compared with semantic retrieval,
there is still a decline, which is consistent with hu-
man intuition that queries that are more similar are
more likely to have similar answers. Finally, we re-
moved the self-aggregation module and used the
output of semantic retrieval as an example. We
can see that the performance still declines, indicat-
ing that LLM needs to perform example selection
reasoning to fully utilize the retrieved examples. In
summary, we can see that S3Prompt fundamen-
tally improves the performance of in-context learn-
ing and has broad applicability as a new emerging
complex technology that utilizes prompting at mul-
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tiple stages.

Figure 5: Performance comparison across differ-
ent retrieval methods.

7. Analysis

7.1. Varying Decoding Budget and
Temperatures

In this section, we evaluate S3Prompt under self-
consistency strategy (Wang et al., 2022c), across
varying sampling times and temperatures. The re-
sult is shown in Table 3. We can see that S3Prompt
consistently outperforms Zero-Shot-CoT and Few-
Shot-CoT across different decoding temperatures
and budgets, which indicates the generality and
stability of S3Prompt. We notice the improve-
ments slightly diminish when the decoding budget
is more abundant, i.e., the number of decoding
paths is higher. This may be because when there
are more decoding paths, there are more ideas
for solving problems, resulting in unconventional
problem-solving ideas, which may cause LLM con-
fusion during the example recall and aggregation
stage.

7.2. Retrieval Method
To evaluate the effect of memory retrieval in
S3Prompt, we conduct experiments with varying
retrieval methods on GSM8K , DROP, SQuAD and
Shuffled Objects as shown in Figure 5. Besides
the sentence-Bert used in MoT, we further com-
pare two other semantic embedders, Instructor-
base and “all-MiniLM-L6-v2”. We observe that us-
ing only the SBERT for memory retrieval brought
performance improvements over Few-Shot-CoT,
which shows S3Prompt’ generality in the budget-
limited inference scenario. After adding the LLM
to retrieve memory, the performance gets further
improvements, and this straightly indicates the ef-
fectiveness of the component of LLM-retrieval. Ad-
ditionally, we see that LLM-retrieval outperforms
all compared semantic embedders, which shows
that the LLM can better capture the complicated
reasoning logic than semantic embeddings. This
also proves the effectiveness of self-aggregation
in our method.

Ratio 0-0.4 0.4-0.8 0.8-1.2 1.2-1.6 1.6-2
Json Format

1/1 0.74 0.63 0.55 0.43 0.31
1/3 0.71 0.60 0.52 0.40 0.29
1/5 0.69 0.59 0.48 0.39 0.27
3/1 0.76 0.68 0.57 0.49 0.35
5/1 0.75 0.68 0.60 0.51 0.37

Length Adaptive
1/1 0.67 0.62 0.56 0.51 0.46
1/3 0.64 0.60 0.53 0.48 0.43
1/5 0.65 0.60 0.55 0.48 0.42
3/1 0.71 0.64 0.62 0.55 0.47
5/1 0.71 0.65 0.60 0.57 0.50

Table 2: Caption

Method GSM8K DROP MMLU

Decoding Paths=8

Zero-Shot-CoTT=0.7 63.2 56.9 31.8
Zero-Shot-CoTT=1 63.9 57.4 32.4
Zero-Shot-CoTT=1.2 63.5 53.8 32.2
Few-Shot-CoTT=0.7 73.7 69.5 39.7
Few-Shot-CoTT=1 73.6 70.3 39.8
Few-Shot-CoTT=1.2 73.4 70.4 40.2
S3PromptT=0.7 86.5 76.0 43.6
S3PromptT=1 84.9 76.5 42.5
S3PromptT=1.2 86.3 76.3 42.4

Decoding Paths=16

Zero-Shot-CoTT=0.7 68.6 60.7 33.8
Zero-Shot-CoTT=1 69.2 59.6 35.3
Zero-Shot-CoTT=1.2 67.9 58.5 34.7
Few-Shot-CoTT=0.7 72.3 71.1 41.4
Few-Shot-CoTT=1 73.5 72.4 41.3
Few-Shot-CoTT=1.2 71.4 71.9 40.9
S3PromptT=0.7 86.3 76.7 43.7
S3PromptT=1 86.4 76.4 44.2
S3PromptT=1.2 86.1 76.6 44.1

Table 3: Performance comparison on self-
consistency across different decoding tempera-
tures and paths.

8. Conclusion
In this paper, we propose a novel self-calibrating,
self-recall, and self-aggregation prompting
pipeline (S3Prompt) that can effectively align user
query to LLM distributions and retrieve the most
relevant contextual examples in an unsupervised
manner without annotated datasets and param-
eter updates. To validate the effectiveness of
S3Prompt, we conducted intensive experiments
on more than 10 public datasets in four major cat-
egories, including Numerical Reasoning, Logical
Reasoning, Reading Comprehension, and Com-
monsense Reasoning. The experimental results
show that our method consistently outperforms
several strong baselines and demonstrating the
effectiveness of S3Prompt.
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