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Abstract
Event extraction is a crucial task for semantic understanding and structured knowledge construction. However, the
expense of collecting and labeling data for training event extraction models is usually high. To address this issue, we
propose a novel schema-based data augmentation method that utilizes event schemas to guide the data generation
process. The event schemas depict the typical patterns of complex events and can be used to create new synthetic
data for event extraction. Specifically, we sub-sample from the schema graph to obtain a subgraph, instantiate the
schema subgraph, and then convert the instantiated subgraph to natural language texts. We conduct extensive
experiments on event trigger detection, event trigger extraction, and event argument extraction tasks using two
datasets (including five scenarios). The experimental results demonstrate that our proposed data-augmentation
method produces high-quality generated data and significantly enhances the model performance, with up to 12%
increase in F1 score on event trigger detection task compared to baseline methods.
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1. Introduction

The goal of event extraction is to automatically ex-
tract events mentioned in natural language texts,
which is essential for semantic understanding and
structured knowledge construction. To train an ef-
fective event extraction model, a large annotated
corpus with labeled event mentions is typically re-
quired. However, collecting and annotating such a
corpus is notoriously difficult and expensive. One
solution to this data insufficiency issue is data aug-
mentation (Nishizaki, 2017; Liu et al., 2021; Jiang
et al., 2021; Shorten et al., 2021; Ma et al., 2022),
which creates new synthetic training data that can
be used to train event extraction models.

Existing data augmentation methods mainly rely
on language models (LMs) (Papanikolaou and Pier-
leoni, 2020; Zhang et al., 2021; Tang et al., 2022).
For example, Zhang et al. (2021) propose a method
of masking words in the original texts and utilizing
GPT-2 (Radford et al., 2019) to make predictions
as new data, and Gao et al. (2023) allow for more
flexible manipulation by infilling a variable-length
text span with BERT (Devlin et al., 2018). Recently,
Large Language Models (LLMs) such as ChatGPT
(Ouyang et al., 2022) and GPT4 (OpenAI, 2023b)
have achieved great success in NLP tasks, which
can also be used to generate augmented training
data. However, relying solely on LMs or LLMs has
two potential issues: (1) Simply masking text spans
and filling in blanks do not provide sufficiently new
contexts for the LMs/LLMs, resulting in limited di-
versity of the generated data. (2) Relying solely
on LMs/LLMs to generate entire articles without
proper constraints leads to the generation of un-
related and noisy events and contexts, which can
harm the training of event extraction models.

A mass shooting in Charleston, has left one person dead 
and another injured. The accused killer, Williams, was 
sentenced for the attack. The deceased victim’s family 
has expressed their grief and called for justice to be 
served.
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Figure 1: An example of schema-based data aug-
mentation for event extraction. Event schemas act
as a fundamental framework to direct language
models in generating new articles as the aug-
mented data for the event extraction task. By adopt-
ing this technique, the generated articles exhibit
greater diversity and lower levels of noise com-
pared to those directly generated by language mod-
els.

In this paper, we propose using event schemas
to guide data augmentation. As illustrated in Figure
1, event schemas capture the common patterns
of complex events in a specific domain, which are
suitable for regulating the events and context gen-
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erated in new synthetic data. Furthermore, event
schemas are typically large enough to provide suf-
ficient diversity for the generated data. We utilize
schema graphs as event skeletons for data aug-
mentation. Specifically, we first sub-sample from
a given schema graph and obtain a connected
subgraph. Then, we instantiate the subgraph by
replacing the abstract event/entity types with real
events/entity mentions. The candidates of real
event/entity mentions are collected from either the
gold annotation of the news article datasets, or
external commonsense knowledge bases. Finally,
the instantiated subgraph is linearized into a se-
quence of edges according to their topological or-
der, and converted to natural language texts using
generative graph-to-text methods. These gener-
ated news articles can be used as augmented train-
ing data for event extraction models.

We conduct extensive experiments on five sce-
narios including Kidnapping, Ukraine Crisis, In-
ternational Conflict, Disease Outbreak, and Mass
Shooting. The experimental results on the event
trigger detection, event trigger extraction, and
event argument extraction tasks demonstrate that
our proposed method achieves state-of-the-art per-
formance, with up to 12% increase in F1 score
compared to baseline methods. Additionally, we
demonstrate that the augmented training arti-
cles generated by our method exhibit significantly
higher diversity compared to those directly gener-
ated by LLMs.

In summary, the key contributions of this paper
are as follows:

• We propose a novel framework of data aug-
mentation that utilizes event schemas to guide
the data generation process. In contrast to pre-
vious approaches that primarily rely on word
masking, substitution, or sentence rephrasing,
our method enables the generation of diverse
contexts and provides a larger volume of train-
ing data.

• The effectiveness of our framework is vali-
dated through experiments on event trigger
detection, event trigger extraction, and event
argument extraction tasks. In comparison
to existing methods, our schema-based data
augmentation approach produces high-quality
data and demonstrates an improvement of
up to 12% in F1 score compared to baseline
methods.

• Additionally, we demonstrate that relying solely
on LLMs is insufficient for generating a large
amount of training data with adequate diver-
sity. In contrast, event schemas provide a
robust supervision signal for LLMs and effec-
tively guide them to generate more diverse
augmented data.

2. Problem Formulation

Suppose we have a small set of news articles
A = {A1, A2, · · · }, describing complex events in
a specific domain, such as car bombing. These
articles have been annotated by humans with all
event mentions labeled. In addition, we have an
event schema graph S available, which depicts the
common pattern of these complex events. The
nodes in the schema S can be either events or en-
tities, and we use ti to represent the type of node
i ∈ S. For example, the type of an event node in S
can be Injure, whose “victim” argument is an entity
node with type PER.

Given that the gold annotated news article set is
usually too small to train event extraction methods
sufficiently, we aim to generate some new articles
as augmented training data, under the guidance
of the event schema. The generated data can be
used to improve the performance of event extrac-
tion methods.

3. Approach

Our proposed approach consists of three steps:
schema graph sub-sampling, schema subgraph
instantiation, and graph-to-text generation.

3.1. Schema Graph Sub-Sampling

The event schema S usually includes all possible
events and their evolution pattern in a specific do-
main, so it is a “superset” of new articles A. It is
important to note that a news article typically fo-
cuses on only a subset of possible events within a
specific scenario. Thus, to generate a realistically
plausible news article, we conduct a sub-sampling
process on S. This involves extracting a subset S′

from S to serve as the framework for generating
the new article. For this sub-sampling, we employ
a weighted sampling strategy that prioritizes event
nodes. Specifically, when adding the first event
into S′, the probability of selecting event node i is
defined as

p(i) =
1

2

(
d(i)

Σj∈Sd(j)
+

f(ti)

Σj∈Sf(tj)

)
, (1)

where d(i) is the degree of event node i in schema
graph S, and f(ti) is the frequency of ti (the type
of node i) in news articles A. In this way, the
importance of an event node is measured in terms
of both schema and annotated news articles: an
event node is more likely to be sampled if it is a
central node in S or its type appears frequently in
A.

When S′ is not empty, our objective is to sample
a next node that is connected to S′, in order to
maintain a connected graph. This is important as
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Taliban was determined to learn 
how to make IEDs, so they sent a 
team to a secret location to learn 
the craft. As they learned, they 
began to purchase bombs from 
various sources. The bombs were 
shipped to the Russia and used in 
an attack, hurting many people 
and causing many deaths.
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Figure 2: The overall framework of our data augmentation method. We first sample a subgraph S′

from the event schema graph S. Then, we instantiate S′ to I by replacing event/entity types with real
events/entities. The instantiated graph I is then linearized to a list of triplets and finally, converted to texts
using generative language models.

it guarantees the semantic coherence and fluency
of the final news article, which is generated based
on a connected schema subgraph. Therefore, the
probability of adding event node i to S′ when S′ is
not empty is defined as

p(i) = 1
2

(
d(i)∑

j∈N
S′ d(j) +

f(ti)∑
j∈N

S′ f(tj)

)
, if i ∈ NS′ ,

0, otherwise,
(2)

where NS′ ≜ ∪i∈S′Ni − S′ and Ni is the set of
immediate neighbors of node i in S.

We repeat the sampling process for n times and
end up with a connected subgraph S′ ⊆ S with n
event nodes, where n is a configurable hyperpa-
rameter. After obtaining S′, we add all entity nodes
that are directly connected with them to S′. We
also add back all edges between these nodes to
S′, including event-event temporal relations, event-
entity argument links, and entity-entity relations.

3.2. Schema Subgraph Instantiation

After sampling the subgraph S′ from the schema
graph S, we aim to instantiate S′, since the nodes
in S′ only represent their abstract types rather than
real event/entity information. As shown in Figure
2, the event node Transaction.Exchange is instan-
tiated as purchase, and its “recipient” argument
(whose type is ORG) is instantiated as Taliban.

The instantiated subgraph can be used in the next
step of graph-to-text generation, which will convert
the abstract information into a natural language
text.

Event Node Instantiation. To instantiate event
nodes, we first establish a mapping Mevent from
event types to event mention candidates. The
event mention candidates come from two sources:

The internal source of event mentions is the
gold annotated news articles. For an event type
t, we collect all event mentions in A whose types
are annotated as t. For example, the event men-
tions attack and detonate are annotated as At-
tack.Attack in A, so attack and detonate are added
to the event mention candidates of Attack.Attack,
and we now have Mevent(Attack.Attack) =
{attack, detonate}.

The external source of event mentions comes
from commonsense knowledge base. Specifically,
we choose ConceptNet (Speer et al., 2017), a com-
monsense knowledge graph that connects words
and phrases of natural language with labeled
edges. For an event type t, we first link it to a node
in ConceptNet that matches t. Then we find all
nodes that have an outgoing edge with label “IsA”
to this node, and use these nodes as the candidate
event mentions for t. For example, ConceptNet has
the following two triplets: ⟨bombing, IsA, attack⟩
and ⟨strafe, IsA, attack⟩. Therefore, bombing
and strafe are added to Mevent(Attack.Attack).
The final mapping result of Attack.Attack
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is therefore Mevent(Attack.Attack) =
{attack, detonate, bombing, strafe}.

Entity Node Instantiation. Similar to event nodes,
we build a mapping Mentity from entity types to
entity mention candidates. Note that the schema
S includes the following four entity types: LOC,
ORG, PER, and MISC. Therefore, we first train
a Named Entity Recognition (NER) model on the
CoNLL-2003 (Sang and De Meulder, 2003) dataset
based on the BERT-base pretrained model (Devlin
et al., 2018), and then use the NER model to iden-
tify the named entities in news articles A with the
above four entity types. Those identified named
entities are taken as the entity mention candidates.
For example, three location mentions are identi-
fied in A: Russia, Ukraine, and USA, so we have
Mentity(LOC) = {Russia, Ukraine, USA}.

After obtaining the above two mappings, we
can randomly sample one candidate mention from
Mevent(i) or Mentity(i) to instantiate an event or
entity node i.

It is worth noting that after instantiating entity
nodes, the instantiated events/entities may be un-
related or conflicting with each other. For instance,
an event node is instantiated as Attack.Attack while
its argument “victim” is instantiated as Taliban.
Here, we propose two possible solutions: (1) Re-
stricting the collection of candidate entity mentions
to a single news article ensures that the mentions
are related to each other; (2) We can prompt the
graph-to-text language models (as detailed in the
next subsection) to correct obvious factual errors
during text generation.

Nevertheless, it is important to emphasize that
the purpose of generating news articles is to pro-
vide augmented data for event extraction tasks.
The primary goal is to include an adequate number
of diverse event and entity mentions in the gener-
ated articles, thereby enhancing the performance
of event extraction models, rather than strictly en-
suring factual accuracy in the generated text. Our
experimental results indicate that whether the gen-
erated news articles contain unrelated entities or
factual errors, it does not significantly impact the
performance of event extraction models.

3.3. Graph-to-Text Generation

After event and entity instantiation, the schema
subgraph S′ is converted into the instance graph
I, which is used to generate natural language
texts. The instance graph I is first linearized
into a list of edges (triplets), which are either
event-entity links or entity-entity links. Event-entity
links are sorted according to the topological order

of their event nodes,1 while entity-entity links are
randomly sorted since they do not have order
information. Then we take the list of triplets as
input for GPT 3.5 (OpenAI, 2023a), a generative
language model, to generate a news article. The
prompt for GPT 3.5 is “write a news article
about [scenario] using the following
relations: [list of triplets]”.

We annotate the generated articles by labeling
a word as an event mention if its original form
matches any event node in the instance graph I.
These annotated articles can be used as the aug-
mented data to train event extraction methods and
improve their performance.

4. Experiments

4.1. Datasets

To evaluate the empirical performance of our pro-
posed method, we conduct experiments on the
following datasets.

• Kidnapping, Ukraine Crisis, Mass Shooting,
and Disease Outbreak. These four datasets
consist of news articles gathered by us from
the reference links provided on Wikipedia.
Each dataset is dedicated to a specific type
of complex event. The number of articles
in these datasets are as follows: 54 for Kid-
napping, 120 for Ukraine Crisis, 46 for Mass
Shooting, and 75 for Disease Outbreak. Fol-
lowing that, we proceed to manually label the
event triggers and their event types for each
article within these datasets.

• WCEP (Ghalandari et al., 2020). The WCEP
dataset was initially created for the purpose of
multi-document summarization. It comprises
news articles acquired from the Wikipedia Cur-
rent Events Portal. For our training data, we
select 70 news articles from WCEP, all cen-
tered around the topic of “International Con-
flict”. Furthermore, we use a manually cu-
rated event schema that describes the com-
plex event of international conflicts (Du et al.,
2022), encompassing a total of 57 distinct
event types. We manually annotate the event
triggers and their corresponding event types,
in accordance with the aforementioned event
schema.

In our experiments, we utilize the following four
available human-curated 2 event schema graphs:

1This is also the reason of excluding event-event tem-
poral links from graph linearization, as they are already
implied by the topological order of event-entity links.

2We also evaluate our proposed method with
machine-generated event schemas, and present the
results in ablation study.
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Dataset Kidnapping Ukraine Crisis WCEP Mass Shooting Disease Outbreak

# train/val/test documents 30/9/15 70/20/30 40/10/20 25/6/15 40/15/20
# avg. event types per doc 14.9 10.0 9.7 22.4 8.5

Corresponding schema name Kidnapping International-conflict Mass-shooting Disease-outbreak
# event/entity nodes 60/14 57/51 34/13 85/27
# event-event links 37 36 23 51
# event-entity links 57 86 29 88

Table 1: Statistics of the five datasets and their corresponding four event schemas.

Kidnapping, International-conflict, Mass-shooting,
and Disease-outbreak (Du et al., 2022). The
Kidnapping schema corresponds to the Kidnap-
ping dataset, the International-conflict schema
corresponds to the Ukraine Crisis and WCEP
datasets, the Mass-shooting schema corresponds
to the Mass Shooting dataset, while the Disease-
outbreak schema corresponds to the Disease Out-
break dataset. Overall, these four schema graphs
include a total number of 74, 108, 47, and 112
nodes, respectively. The detailed statistics of the
datasets and schemas are presented in Table 1.

4.2. Baseline Methods

We compare our proposed method with four base-
line methods to demonstrate its effectiveness. The
first baseline method aims to highlight the advan-
tages of our data augmentation technique over the
absence of any data augmentation. The remain-
ing three baseline methods serve to illustrate the
improvement our method offers over other data
augmentation approaches.

• No-augmentation. This method utilizes only
the existing training data to train the event ex-
traction model without incorporating any aug-
mented data.

• Mask-then-Fill (Gao et al., 2023). In this ap-
proach, certain words in the sentences are
randomly masked, and then the blanks are
filled with text of variable length using a fine-
tuned T5 model (Raffel et al., 2020).

• InfoSurgeon (Fung et al., 2021). This method
involves parsing sentences from the training
data into AMR (Abstract Meaning Represen-
tation) graphs. Subsequently, two event men-
tions are randomly selected, and their posi-
tions in the AMR graphs are altered. The
modified AMR graphs are converted back into
sentences and treated as augmented data.

• Direct-generation. This method employs GPT-
3.5 (OpenAI, 2023a) to directly generate aug-
mented data using few-shot learning. Initially,
we present GPT-3.5 with a set of example

news articles and request it to generate addi-
tional articles on the same topic. The prompt
template we use is: Here are some news ar-
ticles examples. Article 1: XXX (Example 1).
Article 2: XXX (Example 2). Article 3: XXX
(Example 3). Now following a similar writing
style as in the previous articles, write a news
article about XXX (the scenario). The output
articles generated by GPT-3.5 are utilized as
augmented training data.

4.3. Experimental Setup

Evaluation Tasks To assess the effectiveness
of data augmentation methods, we generate aug-
mented data based on the original training data,
and then compare the evaluation metrics on the
test set with and without using the augmented data.
We employ three evaluation tasks: event trigger
detection, event trigger extraction, and event argu-
ment extraction.

• Event trigger detection. This task aims to iden-
tify event trigger words within the given texts.
It involves a binary classification where each
word is labeled as either an event trigger or
not.

• Event trigger extraction. In this task, we iden-
tify each event trigger word within the texts and
classify it into one of the event types specified
in the predefined ontology.

• Event argument extraction. This task aims to
identify the entities as the event arguments
and predict the argument roles they play in an
event.

Foundation Models For event trigger detection
and event trigger extraction task, we use DMBERT
(Wang et al., 2019) as the foundation model. DM-
BERT (Dynamic Multi-pooling BERT) first utilizes
BERT (Devlin et al., 2018) to calculate token em-
beddings within an input sentence. Subsequently,
for each token, it calculates the max pooling results
of its left and right token sequences, respectively,
then concatenate the two results as the final em-
bedding for this token. The final token embeddings
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Method Kidnapping Ukraine Crisis Mass Shooting
Precision Recall F1 Precision Recall F1 Precision Recall F1

No-augmentation 0.657 0.881 0.753 0.779 0.778 0.778 0.807 0.856 0.831
Mask-then-Fill 0.695 0.874 0.774 0.779 0.864 0.819 0.817 0.854 0.835
InfoSurgeon 0.719 0.857 0.782 0.786 0.849 0.816 0.810 0.862 0.836

SchemaAug (ours) 0.753 0.859 0.803 0.797 0.882 0.837 0.826 0.882 0.853

Table 2: Results of Precision, Recall, and F1 on Kidnapping, Ukraine Crisis, and Mass Shooting datasets
for event trigger detection task. The best results are highlighted in bold.

Method WCEP Disease Outbreak
Precision Recall F1 Precision Recall F1

No-augmentation 0.774 0.327 0.460 0.692 0.395 0.503
Mask-then-Fill 0.789 0.477 0.595 0.735 0.565 0.639

Direct-generation 0.667 0.652 0.659 0.740 0.643 0.689
SchemaAug (ours) 0.795 0.750 0.772 0.846 0.786 0.815

Table 3: Results of Precision, Recall, and F1 on WCEP and Disease Outbreak datasets for event trigger
extraction task. The best results are highlighted in bold.

are fed into a classification head to facilitate event
type classification. We use the base uncased ver-
sion of BERT in experiments.

For event argument extraction task, we use DE-
GREE (Hsu et al., 2022) as the foundation model,
which is an efficient generation-based event ex-
traction method on low-resource data. Specifically,
given a passage and a manually designed prompt,
DEGREE learns to summarize the events men-
tioned in the passage into a natural sentence that
follows a predefined pattern. The final event trig-
ger and argument predictions are then extracted
from the generated sentence with a deterministic
algorithm.

Evaluation Metrics The tasks of event trigger
detection, event trigger extraction, and event argu-
ment extraction can be viewed as binary or multi-
class classification tasks performed on each to-
ken within the input text. As a result, we utilize
Precision, Recall, and F1 as evaluation metrics
on the test set to assess the accuracy of the pre-
dicted outcomes.

Hyper-parameter Settings In all data augmen-
tation methods, the augmented data size is twice
that of the original training data. Our model is opti-
mized using Adam with a learning rate of 5× 10−5

and a training batch size of 16. We conduct train-
ing experiments with three different random seeds
and report the average results.

4.4. Results

Comparison with Baseline Methods The re-
sults of Precision, Recall, and F1 for event trig-
ger detection task, event trigger extraction, and
event argument extraction tasks are presented in
Tables 2, 3, and 4, respectively. We utilize the

Kidnapping, Ukraine Crisis, and Mass Shooting
datasets for the event trigger detection task, and
the WCEP and Disease Outbreak datasets for the
event trigger extraction and event argument ex-
traction task. While all four data augmentation
methods demonstrate improvement in model per-
formance, our method achieves the best results in
all five scenarios across all three evaluation met-
rics, highlighting the effectiveness of our approach.
Specifically, our method outperforms the best base-
line method by 2.1%, 1.8%, and 1.7% in terms of
F1 score for the event trigger detection task, by
11.3% and 12.6% for the event trigger extraction
task, and by 10.2% and 7.7% for the event argu-
ment extraction task.

It is worth noting that our method exhibits a signif-
icant improvement in recall compared to the base-
line methods. This can be attributed to our utiliza-
tion of event schemas to generate augmented data,
which includes a wider range of event types and
provides greater diversity in the generated event
mentions.

Diversity of the Augmented Data To assess
the diversity of the generated augmented data, we
define the following two types of similarity:

• External similarity. This refers to the aver-
age similarity between an article from the aug-
mented data and an article from the training
data. Low external similarity suggests that
the augmented data significantly differ from
the original training data. This distinction can
yield more valuable signals for training the
event extraction model.

• Internal similarity. This entails the average
pairwise similarity among articles within the
augmented data. A low internal similarity in-
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Method WCEP Disease Outbreak
Precision Recall F1 Precision Recall F1

No-augmentation 0.237 0.178 0.203 0.436 0.203 0.277
Mask-then-Fill 0.265 0.210 0.234 0.494 0.223 0.307

SchemaAug (ours) 0.373 0.306 0.336 0.552 0.294 0.384

Table 4: Results of Precision, Recall, and F1 on WCEP and Disease Outbreak datasets for event
argument extraction task. The best results are highlighted in bold.

Dataset Method Similarity
External Internal

WCEP
Mask-then-Fill 0.947 0.935

Direct-generation 0.392 0.720
SchemaAug (ours) 0.458 0.609

Disease
Outbreak

Mask-then-Fill 0.945 0.947
Direct-generation 0.501 0.812

SchemaAug (ours) 0.510 0.689

Table 5: The diversity of the augmented data gen-
erated by our method and two baseline methods
on WCEP and Disease Outbreak datasets. Ex-
ternal similarity refers to the similarity between
the augmented data and the original training data,
whereas internal similarity refers to the similarity
among the augmented data. A lower similarity indi-
cates greater diversity.

dicates that the augmented data exhibit suffi-
cient diversity and minimize repetition.

Given a pair of articles, we first use USE (Univer-
sal Sentence Encoder) (Cer et al., 2018) to encode
articles into embeddings, then calculate their co-
sine similarity.

The diversity of the augmented data gener-
ated by our method and two baseline methods
on WCEP and Disease Outbreak datasets is pre-
sented in Table 5. It is evident that the Mask-then-
Fill approach exhibits the highest external and in-
ternal similarity, indicating a significantly lower di-
versity in the augmented data it generates. In the
Mask-then-Fill method, words in articles are first
masked and then filled using T5. This simplistic
approach of merely masking and replacing words
fails to generate sufficiently diverse contents, as
the underlying contexts remain unchanged. In con-
trast, both Direct-generation and our SchemaAug
methods achieve comparable low external similar-
ity. Furthermore, our method demonstrates signifi-
cantly lower internal similarity compared to Direct-
generation. This suggests that while the data gen-
erated by GPT-3.5 differs from the original train-
ing data, it still exhibits a considerable amount
of repetition. In contrast, our method leverages
subsampling from event schemas, which enables
the generation of diverse combinations of event
sequences, thus generating articles that is more

distinct with each other.

4.5. Ablation Study

Impact of the Size of the Generated Data To
investigate the impact of the amount of the aug-
mented data on the performance of the event ex-
traction method, we conduct experiments with vary-
ing amount of augmented data relative to the size
of the original training data, ranging from 0% to
300%. The results, presented in Table 6, demon-
strate that our method consistently enhances the
performance of the event trigger extraction method
across all scenarios. However, as the size of the
augmented data continues to increase, the im-
provements become marginal or even show a slight
decline. This finding suggests that the event extrac-
tion model has effectively leveraged the generated
data when its size reaches approximately 100% to
200% of the original training data size.

Impact of Event Schemas In our experiments,
we utilize human-curated event schema graphs.
To assess the influence of event schemas on the
performance of our data augmentation method,
we employ INCSCHEMA (Li et al., 2023) to au-
tomatically induce event schema graphs for the
disease outbreak scenario. With this machine-
induced event schema, we conduct data augmen-
tation for the event trigger extraction task using
the same settings as introduced before. The ob-
tained F1 score is 0.759. When compared to the
F1 score achieved using human-curated schema
(0.815), this outcome demonstrates the correla-
tion between the quality of event schemas and the
performance of our method. However, it is worth
noting that our result still significantly outperforms
other baseline methods (0.503, 0.639, and 0.689).

Impact of Factual Errors As mentioned in Sec-
tion 3.2, the factual accuracy is not the primary goal
when we instantiate the event and entity nodes, we
still perform experiments to investigate how many
factual error there are in the augmented data and
how they affect our model. Specifically, we man-
ually checked 192 generated event-argument re-
lations and examined their logical errors. It turns
out that the percentage of incorrect pairs is quite
low (14/192=7.3%). We further manually corrected
these factual errors and trained the IE model us-
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Dataset Size of the augmented data
0% 100% 200% 300%

Kidnapping 0.753 0.805 0.803 0.803
Ukraine Crisis 0.778 0.820 0.837 0.836
Mass Shooting 0.831 0.844 0.853 0.850

Table 6: The impact of the size of the generated
data on the performance of the event trigger ex-
traction method. The numbers are F1 scores. The
best results are highlighted in bold.

ing the “gold” data. The F1 scores on WCEP and
disease outbreak datasets for the event argument
extraction task only increased 0.37% and 0.64%,
respectively. These results demonstrate that the
factual error rate is quite low and has subtle influ-
ence to the models.

4.6. Case Study

We conduct a case study to demonstrate the quality
of the augmented data generated by our method
compared to the baseline methods. To do this,
we randomly select an event called evacuation
and present the original training data, as well as
the augmented data generated by Mask-then-Fill
method and our method.
Original training data: Some of the villages
have already been evacuated and
there are no obvious infrastructure
targets in the areas that have been
shelled.
Augmented data generated by Mask-then-Fill:
Some of the villages have already
been evacuated and there are no
obvious infrastructure targets
in the areas that are currently
accessible.
Augmented data generated by ours: Efforts
to evacuate individuals from the
conflict zone have taken place, with
Syria serving as an enclosure for
those seeking safety.

It is clear that Mask-then-Fill simply replaces the
spans “that have been shelled” with “that
are currently accessible” from the original
sentence, demonstrating its insufficient ability to
generate new contexts for event mentions. In con-
trast, our method is able to produce a new story
for the event evacuate, thus providing a greater
variety of training data.

5. Related Work

Event Schemas Our proposed method utilizes
schema graphs to create new training data. Event
schemas are induced from complex events and

describe their common pattern. Researchers have
proposed many schema induction methods that
can automatically generate event schemas (Cham-
bers, 2013; Li et al., 2021; Jin et al., 2022). The
induced schemas can be applied in many NLP
tasks (Li et al., 2019; Yao et al., 2022). For ex-
ample, Wang et al. (2022) predict missing event
nodes for event graphs through mapping the event
instance graphs to schema graphs, then decide
whether a candidate event node should be added
to the instantiated event graph. Li et al. (2019)
extract frames that express event information from
FrameNet to construct event schema, then utilize
the hierachical structure of generated schemas for
event extraction tasks. Dror et al. (2023) propose
to utilize large language models to generate event
schemas without any manual data collection. In
this paper, we utilize event schemas for a new task
of data augmentation.

Data Augmentation Given the high cost of NLP
data collection and annotation, data augmenta-
tion methods serve as effective means to generate
synthetic datasets for numerous NLP tasks (Feng
et al., 2021). The data augmentation methods in
NLP field can be classified into three categories:
rule-based methods, example interpolation meth-
ods, and model-based methods. Rule-based meth-
ods use easy-to-compute and predefined rules to
generate new data, including random operations
on word tokens (Şahin and Steedman, 2019; Wei
and Zou, 2019). Example interpolation methods
augment the data by interpolating the inputs be-
tween multiple real examples (Zhang et al., 2017;
Verma et al., 2019; Faramarzi et al., 2020). As lan-
guage models have achieved promising improve-
ment in NLP, model-based methods use LMs for
data augmentation (Sennrich et al., 2015; Yang
et al., 2020; Ng et al., 2020). For example, Xie
et al. (2020) propose a back-translation method
that translates an existing example from one lan-
guage to another, then translates back to obtain an
augmented example; Yang et al. (2019) sample a
batch of sentences and mask tokens using BERT
language model (Devlin et al., 2018) for training
data augmentation; Similarly, Gao et al. (2023)
propose a Mask-then-Fill process that randomly
masks some adjunct text spans and fills with vari-
able length of words using a finetuned T5 model
(Raffel et al., 2020). However, the aforementioned
frameworks generate new data that closely resem-
ble the original training data, which fail to provide
sufficient new data to train the model.

Large Language Models Recently, large lan-
guage models have achieved the SOTA perfor-
mance in many downstream tasks. For exam-
ple, Wang et al. (2023) utilize various prompts to
guide LLMs perform zero-shot cross-lingual sum-
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marization; (Tan et al., 2023) propose a framework
McL-KBQA that incorporates in-context learning
of LLMs into KBQA method that improves the ef-
fectiveness of QA tasks. While LLMs demonstrate
great potential in various tasks, relying solely on
them for data augmentation may introduce exces-
sive unrelated content that adds noise to the train-
ing process. With the assistance of event schemas,
LLMs are able to generate higher quality data,
thereby enhancing the model performance.

6. Conclusion and Future Work

In this paper, we propose a novel data augmenta-
tion method that utilizes schema graphs to gener-
ate more synthetic training data for event extraction.
Our method significantly improves the performance
of event extraction models, without the need of high
expense for collecting annotated data. Experimen-
tal results demonstrate that our method outper-
forms the existing data augmentation baselines by
generating more diverse data.

In the future, we aim to integrate a schema cu-
ration step within the framework. This will enable
the utilization of event schemas with varying de-
grees of quality as inputs. By implementing this
enhancement, our framework will gain increased
adaptability to a wide range of schema induction
methods. In addition, applying the data augmenta-
tion method to more IE-related tasks, such as event
temporal ordering, is also a promising direction.

7. Ethical Consideration

We acknowledge that our word is aligned with the
ACL Code of the Ethics (Gotterbarn et al., 2018)
and will not raise ethical concerns. We do not
use sensitive datasets/models that may cause any
potential issues.

8. Limitations

Our proposed method demonstrates effectiveness
only in training event detection models. However,
to enhance the practical utility of our model, it
would be advantageous to expand the application
of our method to include additional Information Ex-
traction (IE) tasks, including relation extraction and
event temporal ordering. In addition, the size of the
corpora we used in the experiments is small, and
we aim to expand to a larger-scaled dataset.

Furthermore, as discussed earlier, the efficacy
of our method is influenced by the quality of the pre-
defined event schemas. To address the challenge
of lower-quality event schemas, it would greatly
empower our framework if we incorporate schema
refinement methods into our approach.
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