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Abstract
Scientific Machine Reading Comprehension (SMRC) aims to facilitate the understanding of scientific texts through
human-machine interactions. While existing dataset has significantly contributed to this field, it predominantly
focus on single-perspective question-answer pairs, thereby overlooking the inherent variation in comprehension
levels among different readers. To address this limitation, we introduce a novel multi-perspective scientific machine
reading comprehension dataset, SciMRC, which incorporates perspectives from beginners, students, and experts.
Our dataset comprises 741 scientific papers and 6,057 question-answer pairs, with 3,306, 1,800, and 951 pairs
corresponding to beginners, students, and experts respectively. Extensive experiments conducted on SciMRC
using pre-trained models underscore the importance of considering diverse perspectives in SMRC and highlight the
challenging nature of our scientific machine comprehension tasks.

Keywords: Corpus, Question Answering, Natural Language Generation

1. Introduction

Scientific machine reading comprehension
(SMRC) aims to understand scientific texts through
interactions with humans by given questions.
The ability of machines to understand and make
sense of scientific texts is crucial for many
applications such as scientific research (Cachola
et al., 2020; Beltagy et al., 2019; Marie et al.,
2021), education (de la Chica et al., 2008; Bianchi
and Giorcelli, 2019) and industry (Zulfiqar et al.,
2018; Bruches et al., 2022; Erera et al., 2019).
With the increasing amount of scientific literature
being produced, the need (Wadden et al., 2020;
Sadat and Caragea, 2022; Dasigi et al., 2021) for
machines to understand these texts is becoming
more pressing.

While the dataset presented by Dasigi et al.
(2021) has contributed significantly to this field by
focusing on full-text scientific machine reading com-
prehension, it has predominantly concentrated on
a specific aspect: enhancing machine reading com-
prehension (MRC) models for extracting informa-
tion from scientific papers in response to questions.
However, it has inadvertently disregarded a pivotal
element, the inherent variation in comprehension
levels among readers when digesting the same text.
This dataset is constructed solely from question-

* Equal contribution.
+ Corresponding author.

Figure 1: An illustration of an instance from our
SciMRC dataset. Here, questions are annotated
from three distinct perspectives - beginners, stu-
dents, and experts. The objective is for the ma-
chine to provide appropriate responses that cater
to the unique comprehension levels and needs of
each user group.

answer pairs generated by annotators with NLP
backgrounds, thus excluding a broader range of
viewpoints, especially those of novices and domain
experts. This exclusion of diverse perspectives is
a critical limitation, as each perspective is associ-
ated with unique challenges, necessitating distinct
depths of understanding. Addressing this limitation
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Question Perspective %
How does the number of hierarchical levels pre-defined in real scenarios? The two
experiments used L(m) = 2, will that be better to set it as a tuned parameter? Experts 15.7

What are the advantages of their model compared with the existing MRC systems? Students 29.7
How is the data for training collected? Beginners 54.6

Question Answer Type %

What task leaderboard does the paper describe? The commonsense reasoning task leaderboard
of the AI2 WinoGrande Challenge. Extractive 56.5

What is the function of the modality attention
module in this paper?

It selectively chooses modalities to extract
primary context from, maximizing information
gain and suppressing irrelevant contexts from
each modality.

Generative 25.7

Do the authors use a new dataset for training? No. Yes|No 10.0
Why is "sparse linear system[s]" preferred here
instead of general linear and nonlinear ones? N/A Unanswerable 7.8

Table 1: Examples of questions, answers in different types sampled from SciMRC. % are relative
frequencies of the corresponding type over all examples in SciMRC

and advancing the field of SciMRC requires a more
holistic approach that incorporates and embraces
these varied viewpoints.

To tackle the above problem, we introduce a
pioneering contribution in the form of SMRC, a
multi-perspective scientific paper machine reading
comprehension dataset. SciMRC1 comprises per-
spectives representing beginners, students, and
experts. We adopt a multi-perspective annotation
strategy to curate these perspectives. The begin-
ner perspective is annotated by non-expert annota-
tors, the student perspective is guided by summa-
rization knowledge, and the expert perspective is
based on open-review expert reviews. By adopting
this multi-perspective approach, we effectively cap-
ture the full spectrum of comprehension levels and
expertise in scientific machine reading comprehen-
sion. To emphasize the distinct characteristics of
each perspective, we classify the questions into 28
categories based on the specific issues of concern
to experts, students and beginners in academic
institutions.

Our SciMRC dataset boasts a substantial col-
lection of 741 scientific papers and a total of
6,057 question-answer pairs. These are distributed
across the three perspectives as follows: 3,306
pairs for beginners, 1,800 pairs for students, and
951 pairs for experts. Our contribution goes be-
yond mere dataset creation; it also entails a com-
prehensive exploration of the impact of perspec-
tives on scientific machine reading comprehension.
Through extensive experiments involving various
pre-trained models, we highlight the significance of
considering different perspectives within SciMRC.
Furthermore, our research underscores the inher-
ent challenges posed by these multiple perspec-
tives, making it clear that SciMRC is a more intri-

1Our dataset is publicly available at github.com/
Yottaxx/SciMRC-Multi-Perspective

cate task than previously acknowledged.
In summary, our contributions are summarized

as follows:

• We present SciMRC, an innovative multi-
perspective scientific machine reading com-
prehension dataset, encompassing perspec-
tives from beginners, students, and experts.

• Through extensive experiments on SciMRC
using pre-trained models, we underscore the
imperative of acknowledging and considering
the diverse perspectives in SciMRC. Further-
more, we illuminate the complex and challeng-
ing nature of the machine comprehension task
in the context of SMRC.

2. SciMRC

In this section, we provide a comprehensive
overview of the multi-perspective annotation strat-
egy employed in constructing SciMRC.

2.1. Data Preparation

To assemble our dataset, we draw from multiple
reputable sources, including S2ORC (Lo et al.,
2020), QASPER (Dasigi et al., 2021), and open-
review. These sources provide a diverse collection
of scientific papers, which are processed to ob-
tain pure textual content through a parser. Our
dataset comprises a substantial 3,000 papers, en-
suring a wide representation of scientific topics. To
capture the varying interests and comprehension
levels of readers, we take a proactive approach.
We design a comprehensive questionnaire that is
distributed early in the dataset creation process.
This questionnaire is targeted at experts and stu-
dents in relevant fields, beginners in academic in-
stitutes, soliciting their insights on key points within
scientific papers and their top five concerns when

github.com/Yottaxx/SciMRC-Multi-Perspective
github.com/Yottaxx/SciMRC-Multi-Perspective
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Type Paper Figure/Table Question Answer Evidence

PERSPECTIVE
Avg

Paper
Length

Avg
Figure/Table

Number

Avg
Question
Length

Avg
Answer
Length

Yes|No Generative Extractive Unanswerable

Avg
Evidence
Sentence
Number

BEGINNERS

3725.6 5.32

10.0 17.2 331 754 2220 1 1.39
STUDENTS 9.8 11.7 266 340 1194 0 1.08
EXPERTS 22.4 95.9 5 467 8 471 4.56
ALL 11.0 21.8 602 1561 3422 472 1.56

Table 2: Representative features from SciMRC categorized by different perspectives.

1 Methods 2 Experimental results 3 Dataset/code 4 Experimental settings
5 Model architecture 6 Experimental analysis 7 Related work 8 Background
9 Baseline 10 Motivation 11 Contribution 12 Innovation point

13 Future work 14 Research field 15 Research background 16 Evaluation Metric
17 Insufficiency of previous work 18 Experimental conditions 19 Assumption 20 Model transferability
21 Limitations 22 Innovation 23 Thesis Outline 24 Landing Application
25 Case Study 26 Publication Details 27 Complexity 28 Whether to propose a new task

Table 3: All the 28 question categories in SciMRC

engaging with such documents. By collating and
summarizing the responses, we distill 780 readers’
questions into 28 distinct categories, which form a
valuable foundation for the annotation process.

Questions Collection Our dataset’s question
collection phase is pivotal, as it involves the sys-
tematic generation and categorization of questions
from different perspectives. Annotators are tasked
with reading materials according to the specific per-
spective criteria assigned to them. Their respon-
sibility is to either craft questions or extract them
from the materials, subsequently mapping each
question to one of the 28 predefined categories.

Answers Collection Equally significant is the
answers collection stage. Here, annotators are en-
trusted with the critical task of locating pertinent
answers and supporting evidence for the previously
annotated questions. The nature of the answers
dictates categorization, as they are assigned to ei-
ther EXTRACTION, GENERATIVE, or YES/NO based
on the content. Should no supporting evidence be
found within the paper, the answer type is catego-
rized as UNANSWERABLE.

2.2. Multi-perspective Annotation
Strategy

To encapsulate the wide array of reader perspec-
tives and levels of understanding, we categorize
our dataset into three distinct reader categories:
Beginner, Student, and Expert perspectives. To en-
sure the integrity of our data collection, we partner
with a professional labeling company2, followed by

2Compensation for annotation was provided on a per
HIT basis, varying from $0.50 to $2.00 for each QA pair,

meticulous quality checks by graduate students
with expertise in the relevant academic domains.

Beginner’s Perspective Beginners, often with
limited prior exposure to academic papers and the
field, are captured through this perspective. An-
notators without domain-specific knowledge craft
questions and seek answers within the paper’s full
text, figures, and tables.

Student’s Perspective Students, equipped with
foundational knowledge of the academic field, pos-
sess specific viewpoints on the purpose, methodol-
ogy, findings, and significance of the paper. To cap-
ture this perspective, we leverage the FacetSum
(Meng et al., 2021) summarization dataset. This
model transforms the paper’s full text into four key
aspects: purpose, method, finding, and value. An-
notators verify the accuracy of the generated ab-
stracts and formulate questions based on them,
subsequently searching for answers within the pa-
per.

Expert’s Perspective Experts in the field bring
a wealth of insights and detailed opinions to sci-
entific papers. To incorporate this perspective, we
acquire related reviews from open-review. Annota-
tors extract questions and answers from reviewer
comments and author responses. Questions that
delve beyond the paper’s content and require back-
ground knowledge are categorized as UNANSWER-
ABLE. These questions offer valuable insights into
the model’s ability to address questions beyond the
paper’s scope.

depending on the perspective.
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Figure 2: The distribution of question categories

Ensure the Quality of Annotation At each
stage of the annotation process, we implement
rigorous quality checks to maintain the integrity,
reliability, and accuracy of our dataset. Our com-
mitment to data quality ensures that SciMRC is a
robust resource for the NLP community and aligns
closely with the objectives laid out in the introduc-
tion. This multi-perspective dataset holds the po-
tential to catalyze advancements in scientific ma-
chine reading comprehension, fostering a more
inclusive and comprehensive understanding of the
field.

3. Analysis of SciMRC

The SciMRC dataset is a comprehensive collection
of 741 scientific papers, accompanied by 6,057
question-answer pairs. These pairs are meticu-
lously categorized into three distinct perspectives:
beginners, students, and experts. The dataset is
further divided into training, validation, and test
sets, following a 7:1:2 ratio, ensuring a balanced
distribution for model training and evaluation. A
detailed breakdown of the dataset’s key features,
categorized by the different perspectives, is pre-
sented in Table 2 and Figure 2. In the following
subsections, we delve deeper into the analysis of
these features.

3.1. Question Categories

In this subsection, we delve into the diversity
and complexity of question categories within the
SciMRC dataset. We have identified and catego-
rized 28 distinct question categories from a sample
of 780 questions3. These categories are designed
to cater to the varying perspectives and levels of
understanding of scientific papers. For instance, as
shown in Figure 2, the expert perspective predomi-
nantly focuses on ’Methods’ (36.3%), ’Experimen-
tal settings’ (15.6%), and ’Experimental analysis’

3The details of categories are illustrated in Table 3.

(10.0%). On the other hand, the student perspec-
tive shows a similar inclination towards ’Methods’
(29.1%) but also gives considerable attention to
’Model architecture’ (13.4%) and ’Dataset/code’
(10.2%). The beginner perspective, while also
prioritizing ’Methods’ (16.8%), shows a more bal-
anced distribution across ’Experimental settings’
(12.5%) and ’Dataset/code’ (12.0%). This analysis
reveals that while ’Methods’ is a common area of
interest across all perspectives, the emphasis on
other aspects varies. Experts tend to delve deeper
into experimental details, students show a keen in-
terest in model architectures, and beginners seek
a more balanced understanding across different
aspects. This diversity in question categories un-
derscores the complexity of the SciMRC dataset
and highlights the need for models to cater to a
wide range of comprehension levels and expertise.

3.2. Evidence Selection

Our analysis extends to the selection of evidence
by annotators. The comprehensiveness and com-
plexity of questions are implicitly reflected in the
number of sentences in annotated evidence. Table
2 illustrates the average number of sentences in
evidence for different perspectives. Experts’ ques-
tions require more comprehensive evidence, with
an average of approximately 4.56 sentences per
evidence. Beginners and students’ perspectives
generally involve less extensive evidence, with an
average of about 1.39 and 1.08 sentences per ev-
idence, respectively. These findings underscore
the varying demands for evidence based on the
perspective of the questioner.

3.3. Answer Types

The distribution of answer types across the three
perspectives is presented in Table 2. Notable ob-
servations include Students and beginners share
a similar distribution of answer types, with approx-
imately 2/3 of answers being of the EXTRACTIVE
type. Experts exhibit an increased proportion of
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"Unanswerable" questions and generative answers
, reflecting their questions about experiments and
motivations that may not be explicitly mentioned
in papers. Answers provided by experts tend to
be longer in length, with an average of approxi-
mately 96 words per answer, compared to other
perspectives.

4. Modeling

In order to accommodate the diverse answer types
present in SciMRC, we employ text-to-text trans-
formers, specifically T5 (Raffel et al., 2020) and
LED (Beltagy et al., 2020), to model the scientific
machine reading comprehension task.

4.1. Text-to-Text Transformer

The Text-to-Text Transformer (T5) (Raffel et al.,
2020) is a model based on the Transformer
(Vaswani et al., 2017) encoder-decoder architec-
ture. It reframes all text processing tasks, such as
question answering and classification, as a "text-
to-text" problem. Each fine-tuning task is prefixed
with a specific task identifier.

4.2. Longformer Encoder Decoder

The Longformer Encoder Decoder (LED) (Beltagy
et al., 2020) is a specialized Transformer encoder-
decoder model that integrates both local and global
attention patterns. It substitutes the original self-
attention mechanism with several sliding window
attention patterns. This modification allows LED
to scale its self-attention computation linearly with
the input size, as opposed to the quadratic compu-
tation of full text self-attention.

4.3. Training objective

Given a context, a question, and the final answer
a, which is composed of variable-length tokens xi,
the probabilities over the tokens are calculated as
follows:

p(a) =

m∏
1

p(xi|x<i, fe; θ), (1)

where θ donates the trainable parameters of our
model. The training objective is computed as illus-
trated as following:

Loss = −
M∑
i=1

log p(xi|x<i, fw; θ), (2)

4.4. Metrics

Given the presence of YES|NO answer types in
SciMRC, we use both Rouge-L and accuracy as
automatic proxies for the correctness of answers.

Rouge-L As our dataset contains many genera-
tive answers, we evaluate our reading comprehen-
sion task using Rouge-L (Lin, 2004) 4, a widely
used metric in language generation evaluation.
Rouge-L calculates the length of the longest com-
mon sequence (LCS) between the predicted an-
swer (Prediction) and the golden answer (Golden)
to compute the final score as follows:

RLCS =
LCS(Prediction,Golden)

len(Golden)
(3)

PLCS =
LCS(Prediction,Golden)

len(Prediction)
(4)

FLCS =
(1 + β2)RLCSPLCS

RLCS + β2PLCS
(5)

Accuracy For YES|NO questions, we use accu-
racy as the evaluation metric. For "yes" questions,
an answer that begins with "yes" is considered cor-
rect. Conversely, for "no" questions, answers that
do not begin with "yes" are deemed correct.

5. Experiments

We conducted a series of experiments to inves-
tigate the challenges posed by multi-perspective
problems in SciMRC. The results, as shown in
Table 4, demonstrate the performance of vari-
ous models under different training settings. We
used T5 and LED as our backbone models and
trained them using different combinations of per-
spectives from beginners, students, and experts.
We also examined the performance of different an-
swer formats in SciMRC on YES|NO, GENERATIVE,
EXTRACTIVE, and UNANSWERABLE subsets, as
shown in Table 5.

The experimental settings considered are as fol-
lows:

• B-formed: The model is trained using the
beginner’s perspective training data.

• S-formed: The model is trained using the stu-
dent’s perspective training data.

• E-formed: The model is trained using the ex-
pert’s perspective training data.

• BS-formed: The model is trained using both
beginner’s and student’s perspective training
data.

• BE-formed: The model is trained using both
beginner’s and expert’s perspective training
data.

4The implementation we used is from huggingface
(https://huggingface.co/).

https://huggingface.co/)
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Model Dev Test
Beginner Student Expert Overall Beginner Student Expert Overall

T5-B 24.77±0.27 39.50±0.72 11.29±0.45 26.47±0.23 25.60±0.34 41.51±0.44 11.39±0.20 29.03±0.13

T5-S 24.32±0.11 45.08±0.98 10.64±0.28 27.80±0.40 24.68±0.31 44.16±0.59 9.97±0.13 29.16±0.33

T5-E 9.74±0.16 17.03±0.57 14.76±0.20 13.11±0.18 11.12±0.21 18.19±0.66 15.66±0.19 13.79±0.34

T5-SE 23.50±0.33 45.17±0.28 13.34±0.07 28.09±0.08 24.26±0.29 43.34±0.84 13.97±0.43 29.12±0.21

T5-BE 25.18±0.49 39.65±0.47 13.64±0.71 27.21±0.46 25.94±0.02 41.50±0.82 14.68±0.61 29.61±0.30

T5-SB 26.06±0.54 45.93±0.87 11.24±0.16 29.12±0.41 26.46±0.15 46.27±0.22 10.92±0.09 30.99±0.21

T5-BSE 26.87±0.89 46.86±0.72 13.60±0.24 30.25±0.70 26.34±0.49 45.28±0.24 14.53±0.28 31.05±0.23

Per-T5 26.87±0.89 46.86±0.72 14.76±0.20 30.45±0.60 26.34±0.49 45.28±0.24 15.66±0.19 31.18±0.23

LED-B 25.51±1.61 32.1±2.06 10.02±0.29 24.25±1.33 25.02±1.21 33.15±0.67 11.36±0.23 26.15±0.93

LED-S 22.55±2.26 41.93±6.73 9.16±0.5 25.77±3.11 21.64±1.95 44.05±5.12 9.69±0.47 27.47±2.72

LED-E 6.80±0.49 7.75±0.47 14.62±0.32 8.76±0.45 7.22±0.53 7.98±0.75 14.77±0.11 8.27±0.53

LED-SE 24.57±0.35 45.16±1.03 13.29±0.34 28.55±0.48 23.79±0.27 47.42±1.23 12.52±0.48 30.00±0.14

LED-BE 27.40±0.94 32.62±1.15 13.02±0.69 25.89±0.64 25.80±0.95 33.81±1.03 12.68±0.15 26.90±0.88

LED-SB 31.07±0.07 49.67±0.27 9.07±0.3 32.17±0.25 29.78±0.4 47.93±0.42 10.41±0.39 33.37±0.41

LED-BSE 32.24±0.43 47.04±2.38 12.85±0.75 32.04±0.87 29.80±0.55 46.39±0.34 12.54±0.08 33.20±0.36

Per-LED 32.24±0.43 47.04±2.38 14.62±0.32 32.47±0.69 29.80±0.55 46.39±0.34 14.77±0.11 33.44±0.34

Table 4: The performance of answer generation on the validation and test set with different eval settings.
The average results with standard deviation on 3 random seeds are reported.

Model Dev Test
Yes|No Generative Extractive Unanswerable Yes|No Generative Extractive Unanswerable

T5-BSE 81.61±1.63 25.67±0.12 30.27±0.84 13.04±0.33 83.61±0.67 23.16±0.11 29.58±0.24 14.86±0.30

Per-T5 81.61±1.63 26.14±0.30 30.38±0.93 14.23±0.22 83.61±0.67 23.39±0.07 29.61±0.21 16.11±0.03

LED-BSE 82.18±0.82 25.56±0.81 34.78±1.43 12.79±0.57 78.69±1.34 24.81±0.36 33.54±0.36 13.17±0.29

Per-LED 82.18±0.82 26.32±0.79 34.83±1.44 14.53±0.11 78.69±1.34 25.66±0.40 33.57±0.33 13.99±0.23

Table 5: The performance of different answer types on the validation set and test set. The average results
with standard deviation on 3 random seeds are reported.

• SE-formed: The model is trained using both
student’s and expert’s perspective training
data.

• BSE-formed: The model is trained using all
training data.

• Per-formed: This setting involves the use of
BSE-formed model and E-formed model in
known question perspectives settings. The E-
formed model is used for evaluating the expert
perspective, while the BSE-formed model is
used for evaluating student and beginner per-
spectives.

5.1. Results

Multi-Perspective We evaluated the perfor-
mance of the models on different perspectives:
beginner, student, expert, and overall. The evalu-
ation was conducted on both a development set
and a test set, with Rouge-L scores separated by
beginner, student, expert, and overall perspectives.
As shown in Table 4, the perspective-formed mod-
els, Per-T5, and Per-LED, achieved the highest
Rouge-L scores on both the development and test
sets. Specifically, Per-LED achieved the highest

performance under the assumption of known per-
spectives, with a score of 33.44 on the test set.
The E-formed models performed best for the ex-
pert perspective, with an overall mean performance
of 15.66 and 14.77 on the test set, respectively. In
general, the models performed better on the stu-
dent and beginner perspectives compared to the
expert perspective, indicating that the expert per-
spective is more challenging in SciMRC.

Multi-Type of Answer We compared the perfor-
mance of several models (T5-BSE, Per-T5, LED-
BSE, Per-LED) on SciMRC across four categories
of answer types: YES|NO, GENERATIVE, EXTRAC-
TIVE, and UNANSWERABLE. The results, presented
in Table 5, show that T5-BSE and Per-T5achieved
the highest performance on the YES|NO answer
type on the test set, with scores of 83.61 each. For
the GENERATIVE answer type, Per-T5performed
worse than Per-LED on both the dev and test
sets. However, Per-LED achieved the best per-
formance on the EXTRACTIVE answer type on the
test set. For the UNANSWERABLE answer type,
Per-T5 achieved the best performance on the test
set.
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Figure 3: Based on the data of either perspective of S, B and E, we further add other perspective data,
and then observe the change of Rouge-L scores on test set to quantity the influence of performance.

Model Beginner Student Expert Overall

Per-T5 26.34 45.28 15.66 31.66
Per-LED 29.80 46.39 14.77 33.44
GPT3.5-turbo 21.25 26.53 13.47 22.10

Table 6: Comparison of experimental results for
various models on test set of SciMRC

5.2. Analysis

Performance Correlation with Perspectives
As depicted in Table 4, the performance of the
models is intimately tied to the perspectives. To fur-
ther investigate this, we analyzed the influence of
different perspective settings on the test set. The
results indicate that incorporating the beginner per-
spective into the model enhances the overall perfor-
mance, as evidenced by the superior performance
of SB-formed and BSE-formed models compared
to S-formed and SE-formed models. Similarly, the
inclusion of the student perspective also positively
impacts the overall performance, as demonstrated
by the higher performance of B-formed and BE-
formed models. The expert perspective also ap-
pears to have a positive effect on the overall perfor-
mance. The T5-E model, which solely includes the
expert perspective, achieves the highest mean per-
formance for the expert perspective with a score
of 15.66 on the test set. Furthermore, models that
incorporate the expert perspective, such as SE-
formed, BE-formed, SB-formed, and BSE-formed,
all exhibit higher overall mean performance com-
pared to models that exclude the expert perspec-
tive, such as S-formed, B-formed, and SB-formed.

Interplay Among Perspectives Figure 3 illus-
trates the interplay among perspectives. The fu-
sion of student and beginner perspectives can en-
hance the model’s comprehension ability across all

perspectives. Further inclusion of expert perspec-
tive data can boost the understanding ability of the
expert perspective, albeit with a slight reduction
in performance for other perspectives. Moreover,
models exhibit superior performance on student
and beginner perspectives compared to the expert
perspective, indicating that the expert perspective
is more challenging than the student and beginner
perspectives in SciMRC. This is evidenced by the
lower performance scores of the models in the ex-
pert perspective. The expert perspective demands
a higher level of understanding and subject matter
knowledge, as the questions are posed by experi-
enced reviewers with a deeper grasp of the topic.
This necessitates a more complex understanding
and more external subject matter knowledge com-
pared to the student and beginner perspectives,
making the expert perspective more challenging
for the models to predict.

Do Answer Types Reflect Question Difficulty?
As shown in Table 5, the scores for the UNAN-
SWERABLE type are significantly lower than those
for other answer types. This is because the an-
swers of the UNANSWERABLE type require external
knowledge of a specific academic topic and cannot
be directly reasoned from the context. Additionally,
LED-based models outperform T5-based models
for the EXTRACTIVE type answers, with a score of
33.57 for Per-LED, underscoring the importance
of context length. LED-based models utilize a 4k
tokens context, while T5-based models only use a
512 tokens context. The experimental results also
suggest that current models face challenges with
EXTRACTIVE, GENERATIVE, and UNANSWERABLE
answer types, especially the UNANSWERABLE type,
demonstrating the lack of inner academic knowl-
edge in current pre-trained models.
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Title Question Prediction Golden Perspective
Stochastic An-
swer Networks for
SQuAD 2.0

What data sets did the author
use?

SQuAD 2.0 dataset, a new MRC
dataset which is a combination
of Stanford Question Answering
Dataset (SQuAD) 1.0 and addi-
tional UNANSWERABLE question-
answer pairs.

They evaluate their system on SQuAD 2.0 dataset, a new MRC
dataset which is a combination of Stanford Question Answering
Dataset (SQuAD) 1.0 and additional UNANSWERABLE question-
answer pairs.

Beginner

From Textual Infor-
mation Sources to
Linked Data in the
Agatha Project

What other related research path
do the authors have explored?

The authors have already ex-
plored other related research
path, namely author profiling
BIBREF2, aggression identifica-
tion BIBREF3 and hate-speech
detection BIBREF4 over social
media, plus statute law retrieval
and entailment for Japanese.

Author profiling, aggression identification and hate-speech detec-
tion over social media, plus statute law retrieval and entailment for
Japanese.

Student

Edge Partition Mod-
ulated Graph Con-
volutional Networks

As the authors imply, it is becom-
ing more important to take into
account real-world limitations
when deploying MARL (e.g.,
communication failure). Could
you discuss some relevance to
a 2019 ICLR paper called Sched-
Net by Kim et al.? (which, to
the best of my knowledge, is
one of the earliest MARL works
addressing real-life communica-
tions constraints.

We agree with Kim et al. that
it is becoming more impor-
tant to take into account real-
world limitations when deploying
MARL (e.g., communication fail-
ure). Therefore, we proposed
the imputation assisted multia-
gent reinforcement learning (IA-
MARL) that can achieve the
performance of MARL without
missing training data when suffi-
cient imputation accuracy is sup-
ported.

In Kim et al (2019), the authors proposed SchedNet for the envi-
ronment having limited communication channels between agents
“during execution”, but assumed that the training data always ex-
ists during training. Note that the communication between the
agents during the execution is to encourage coordination among
the agents. On the other hand, in our work, the training data
collected from agents can be missed, which affects “training of
agents”. To summarize, there are two differences between Sched-
Net and IA-MARL: 1) SchedNet considers limited communication
during execution and IA-MARL considers data missing for the
training 2) the number of messages in ScheNet is limited while
IA-MARL cannot obtain the missed data. We will cite and discuss
it in the related works.

Expert

Table 7: The predictions of Per-T5 and Per-LED on the test set of SciMRC.

Evaluating the Efficacy of GPT in SciMRC The
application of Generative Pre-trained Transformer
(GPT) models (Brown et al., 2020; Ouyang et al.,
2022) in the realm of scientific machine reading
comprehension (SciMRC) warrants a thorough in-
vestigation. Given the complexity and diversity
of perspectives inherent in SciMRC, it is crucial
to assess whether GPT models can effectively
comprehend and respond to scientific texts across
different levels of understanding. Our research
delves into this question, evaluating the zero-shot
performance of GPT3.5-turbo on our novel multi-
perspective dataset, SciMRC. Our findings, as pre-
sented in Table 6, reveal that while GPT3.5-turbo
exhibit some degree of proficiency in this task, their
performance varies significantly across different
perspectives. Specifically, the GPT3.5-turbo model
achieved a relatively lower overall score compared
to other pre-trained models, indicating that the task
of SciMRC may pose unique challenges that can-
not be directly addressed by GPT models.

5.3. Case Study

Table 7 illustrates the predictions made by Per-
T5 and Per-LED . The Per-LED model, which ex-
hibits superior performance on the test set for stu-
dent and beginner perspectives, is used to predict
data from these perspectives. Conversely, the Per-
T5 model, which demonstrates the highest perfor-
mance on the test set for expert perspectives, is
employed to predict data from this perspective. As
depicted in Table 7, the predictions for the student
and beginner perspectives indicate the models’
robust comprehension abilities. However, the pre-
dictions for the expert perspective reveal that the
comprehension requirements for experts are more

complex than those for beginners and students.
Although Per-T5 shows potential in comprehend-
ing the context at the expert level, its performance
is still limited. To reason through QA pairs from
the expert perspective, machines require not only
a background in research but also a deep under-
standing of the specific research area.

6. Related work

Information Seeking MRC Datasets MRC tasks
can be regarded as information-seeking work, es-
pecially when reasoning from a question to an an-
swer needs a complex information-seeking strat-
egy. For example, SQuAD (Rajpurkar et al., 2016),
TriviaQA (Joshi et al., 2017) and HotpotQA (Yang
et al., 2018) need to seek important information
related to a question. However, these datasets are
mainly extractive, which constrains the flexibility
and diversity of the QA pairs. Like QASPER the
type of answers in SciMRC is diverse. It makes
SciMRC closer to real-world settings. Furthermore,
the questions of general domain MRC datasets
including WikiQA (Yang et al., 2015), Natural Ques-
tions (Kwiatkowski et al., 2019) and IIRC (Ferguson
et al., 2020) are mainly based on common sense
and context.

MRC Datasets in Academic Domain There are
some MRC datasets targeting academic domains,
where domain-specific knowledge is critical to tack-
ling these problems. PubmedQA (Jin et al., 2019)
is a biomedical MRC dataset, where the context
is abstract, the question is the corresponding ti-
tle and the answer can only be YES|NO|MAYBE.
BioMRC (Pappas et al., 2020) focuses on cloze-
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style MRC tasks in the biomedical domain. But
these studies only conduct title and abstract as the
context. As far as we know, there is only one study
(Dasigi et al., 2021) focused on full-text scientific
machine reading comprehension. QASPER (Dasigi
et al., 2021) takes an entire paper as the context
to do question answering, where the answer can
be in various forms, including EXTRACTIVE, AB-
STRACTIVE, YES|NO and UNANSWERABLE. How-
ever, QASPER (Dasigi et al., 2021) mainly takes
the annotators as the single source of supervision,
while multiple perspectives of annotations among
different levels of researchers are needed in aca-
demic research works.

7. Conclusion

In this study, we introduced SciMRC, a novel multi-
perspective scientific machine reading comprehen-
sion dataset. SciMRC incorporates diverse per-
spectives of readers, including beginners, students,
and experts. Our extensive experimental results
highlight the inherent relationships and differences
among these perspectives, underscoring the impor-
tance of perspective analysis in scientific machine
reading comprehension.

Ethical Considerations

In creating SciMRC, we utilized papers authored by
other researchers. To respect copyright laws, we
restricted ourselves to arXiv papers released under
a CC-BY-* license. Furthermore, we ensured that
the annotators were compensated well above the
local minimum wage, and we took care to exclude
any personal information from our dataset.

Limitations

Our current research on SciMRC is limited to three
perspectives: beginner, student, and expert. How-
ever, in reality, the understanding of scientific pa-
pers can be further nuanced. For instance, even
within the expert perspective, there can be distinc-
tions between senior and junior experts. Future
work may aim to refine and expand the range of
perspectives considered in SciMRC.
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