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Abstract
In this work we present a system for multilingual olfactory information extraction covering six European languages,
introducing new models to extract olfactory information from large amounts of text in a structured and scalable way.
For the task, we rely on a supervised multi-task approach to detect olfactory-related text adopting a FrameNet-like
structure, so that both the lexical units triggering the smell event and a related set of frame elements are identified.
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1. Introduction

In recent years, there has been a growing interest
in developing resources specifically designed to
capture sensory aspects of the language (Winter,
2019). Among the five senses, olfaction is, together
with taste, the sense having less specific vocabu-
lary to describe it in Western languages (Majid and
Burenhult, 2014). Furthermore, it is an extremely
interesting domain to explore due to the ephemeral
nature of smells and the role they played in sig-
nalling identity, community and otherness in the
past (Tullett et al., 2022).

Despite the interest in studying this domain, lit-
tle effort has been devoted to develop tools and
models that can extract olfactory information from
large amounts of text in a structured and scalable
way. In this work, we therefore focus on this task
by presenting a supervised system for multilingual
olfactory information extraction covering six Euro-
pean languages, namely English, French, Italian,
Dutch, German and Slovene.

The system detects the parts of text involved in
an olfactory event adopting a FrameNet-like struc-
ture: it identifies the lexical units triggering the smell
event and a set of semantic roles associated to
the olfactory event that have been previously de-
fined by domain experts (e.g. the smell source or
the effect provoked by the smell). To this end, a
transformer-based model is fine-tuned on an exist-
ing benchmark with olfactory information by adopt-
ing a multi-task framework. The ability to extract
and analyze semantic frames related to olfactory
events represents a step forward towards enhanc-
ing our understanding of the olfactory world through
quantitative analysis of large collections of texts.

The models presented in this paper are available
at this link: https://zenodo.org/records/1
0598306.

2. Related Work

Two tasks are relevant to our work: event extraction
and frame-semantic parsing.

The event extraction task consists in the identifi-
cation of event mentions in text (Ahn, 2006; Liao
and Grishman, 2010; Nguyen and Nguyen, 2019;
Lu et al., 2021). But while most works in this field
focus on determining the event type across differ-
ent domains such as social media (de Bruijn et al.,
2019) or history (Lai et al., 2021), here we focus
on the detection of the single “Olfactory Event”, en-
compassing all the possible shapes of olfactory
experiences and not figuring in previous resources
as FrameNet (Ruppenhofer et al., 2016).

The second task, Frame Parsing, is about auto-
matically recognizing the presence in texts of se-
mantic frames, conceptual structures that provide
a framework to describe prototypical situations and
the specific roles involved. Examples are Das et al.
(2014) where the task is approached in two-stages,
first identyfing lexical targets and then predicting
frame-semantic structures or Swayamdipta et al.
(2018) that incorporate syntactic information into
the task.

3. Training Data

The data we used to train the models in this paper
is the multilingual olfactory benchmark from Menini
et al. (2022). The dataset contains annotations of
olfactory events and situations in texts from ten dif-
ferent domains (e.g. narrative, medicine or travel)
in 6 European languages, namely English, Italian,
French, German, Dutch and Slovene. Olfactory
annotation follows a FrameNet-like approach (Rup-
penhofer et al., 2016)1, focusing on the semantic
roles involved in the olfactory situations.

As in FrameNet, frames are used as synonyms
for schemata or scenarios. A frame includes two

1https://framenet.icsi.berkeley.edu

https://zenodo.org/records/10598306
https://zenodo.org/records/10598306
https://framenet.icsi.berkeley.edu
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main components:
Lexical Units (LUs): words, multiwords or id-

iomatic expressions that evoke a specific frame, in
this case an olfactory frame (e.g. ‘smell’, ‘odour ’,
‘perfume’). Also defined “smell words” by the au-
thors of the benchmark.

Frame Elements (FEs): frame-specific semantic
roles related to the olfactory frames. An overview
of the frame elements included in the dataset is
presented in Table 1.

This benchmark, despite containing only around
1,700 olfactory events per language, can be used
to train a supervised system aimed at recognis-
ing the information that was originally labeled by
human annotators. The distribution of the Frame
Elements in the dataset is not balanced with ‘Smell
Source’ and ‘Quality ’ being the most frequent ones
followed by the other 7 Frame Elements that are sig-
nificantly less represented. This is true for all the six
languages taken into consideration, showing how
smell sources and qualities can be considered the
core elements for the given olfactory-related lexical
units. On average, each lexical unit is associated
with between 2.1 and 2.7 frame elements.

In the next section we describe the system im-
plemented to classify the lexical unit and all the 9
labels presented in Table 1. Differently from the
work presented in Menini et al. (2023), the focus will
be not only on the more represented core semantic
roles for olfactory situations, i.e. smell words (the
lexical unit), smell sources and qualities, but also
the other frame elements that are less frequent in
the benchmark, to investigate whether the system
is able to identify them even if few training instances
are available.

4. Model Training

To extract olfactory information (lexical units and
frame elements) from text we compare two different
paradigms.

• In the first setting, we consider lexical units
detection and frame element classification as
part of the same multiclass token classification
task (single task approach).

• In the second one, instead, we adopt a multi-
task approach, considering the classification
of lexical units and of each frame element as
separate tasks.

Given the advantages and the good performance
obtained with pre-trained language models (LM)
based on the Transformer architecture in several
downstream NLP tasks (Vaswani et al., 2017), we
use in both settings a transformer-based model by
fine-tuning it to perform a token classification task.

We experiment both with monolingual and mul-
tilingual variants of either BERT or RoBERTa, de-
pending on their availability for each language. The
single task and multi-task approaches are there-
fore tested in two configurations. In the first one,
the model for each language is obtained by fine-
tuning on monolingual data with monolingual mod-
els, while in the second configuration the fine-tuning
is done on the olfactory benchmarks of all the six
languages together using a multilingual model that
is then tested on each language separately. The
models used for each language are:

En: bert-base-cased2 (Devlin et al., 2019)
It: bert-base-italian-cased3 (Schweter, 2020)
Nl: bert-base-dutch-cased4 (de Vries et al.,

2019)
Fr: flaubert_base_cased5 (Le et al., 2020)
Sl: sloberta6 (Ulčar and Robnik-Šikonja, 2021)
De: bert-base-german-cased7 (Chan et al.,

2020)
Multilingual: bert-base-multilingual-cased

(mBert)8 (Devlin et al., 2019)
The two classification frameworks are evaluated

using the same 10-fold configuration and sharing
training/validation/test splits, so that results are
comparable. Each data split has 80% of the lex-
ical units and related frame elements (FE) used
as training data, 10% for validation and 10% as
test. The splits are not completely random as we
sought to keep the same FE distribution in every
run. The same splits are kept for all the tested
configurations.

Similar to tasks such as named-entity recogni-
tion, where we assign a label to each token but at
the same time we need to define where the span
of an entity starts and ends, the two classification
approaches share the same IOB labeling data for-
mat, in which tokens in a span are marked with
Inside–Outside–Beginning of Olfactory frame ele-
ment labels.

4.1. Single Task Classification
The first set of models for olfactory information ex-
traction has been designed as a token classification

2https://huggingface.co/bert-base-cas
ed

3https://huggingface.co/dbmdz/bert-bas
e-italian-cased

4https://huggingface.co/GroNLP/bert-b
ase-dutch-cased

5https://huggingface.co/flaubert/flau
bert_base_cased

6https://huggingface.co/EMBEDDIA/slob
erta

7https://huggingface.co/bert-base-ger
man-cased

8https://huggingface.co/bert-base-mul
tilingual-cased

https://huggingface.co/bert-base-cased
https://huggingface.co/bert-base-cased
https://huggingface.co/dbmdz/bert-base-italian-cased
https://huggingface.co/dbmdz/bert-base-italian-cased
https://huggingface.co/GroNLP/bert-base-dutch-cased
https://huggingface.co/GroNLP/bert-base-dutch-cased
https://huggingface.co/flaubert/flaubert_base_cased
https://huggingface.co/flaubert/flaubert_base_cased
https://huggingface.co/EMBEDDIA/sloberta
https://huggingface.co/EMBEDDIA/sloberta
https://huggingface.co/bert-base-german-cased
https://huggingface.co/bert-base-german-cased
https://huggingface.co/bert-base-multilingual-cased
https://huggingface.co/bert-base-multilingual-cased
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Frame Element Example Sentence
Smell Source The person, object or place that has a specific smell.

The odour [of tar] and [pitch] was so strong.
Odour Carrier The carrier of an odour, either an object or atmospheric elements.

The unpleasant smell [of the vapour] of linseed oil extended for a considerable distance.
Quality A quality associated with a smell and used to describe it.

Earth has a [strong], [aromatic] odour.
Perceiver The being that perceives an odour, who has a perceptual experience, not necessarily.

The scent is described by [Dr. Muller] as delicious.
Evoked Odorant The object, place or similar that is evoked by the odour, even if it is not in the scene.

In offensive perspiration of the feet [a peculiar cabbage-like] stench is given off.
Location The location where the smell event takes place.

And, particularly, [at the foot of the garden], where he felt a so very offensive smell.
Time An expression describing when the smelling event occurred.

Galeopsis smells fetid [at first handling], [afterwards] aromatic.
Circumstances The state of the world under which the smell event takes place.

[When stale] the lobster has a rank stench.
Effect An effect or reaction caused by the smell.

An ill smell [gives a nauseousness].

Table 1: Overview of the Frame Elements (FEs) related to Olfactory situations and events with corre-
sponding examples. Lexical units are underlined and the FE of interest is in square brackets. The same
definitions hold for all languages included in the benchmark. For more details on FEs descriptions see
(Tonelli and Menini, 2021).

NL EN FR DE IT SL
Smell 1,788 1,530 845 2,659 1,254 1,973
Word
Smell 1,922 1,313 710 2,297 952 1,638
Source
Quality 1,071 1,084 450 1,730 707 936
Perceiver 336 362 140 399 153 266
Circ. 399 248 88 274 202 228
Odor 351 310 106 170 195 408
Carrier
Effect 243 187 53 425 104 214
Evoked 228 91 103 258 74 285
Odorant
Place 255 302 172 200 158 394
Time 127 126 49 131 119 75

Table 2: Overview of annotated instances of lexi-
cal units (Smell Words) and frame elements in the
benchmark for each language.

task, where the system has to assign to each to-
ken in the text one out of 21 labels, i.e. 20 being
either “begin” or “inside” of each lexical unit and
frame element, plus the “outside” label. In fact,
we can define the task as a single task multiclass
classification problem.

Each model has been fine-tuned with a token
classification head on top.9 During training, a
hyperparameter search was applied to the first

9The Huggingface Transformers library was used to
implement the token classification task. https://hu
ggingface.co/docs/transformers/tasks/tok
en_classification

fold of each language with the model under in-
vestigation over the search space: learning rate
[1e − 5, 2e − 5, 3e − 5, 4e − 5, 5e − 5], batch size
[8, 16, 32], training epochs up to 20. Warmup for
10% of the training steps was applied. After deter-
mining the hyperparameters for each model, it was
fine-tuned 10 times, each time with a different data
fold, and average scores were computed.

4.2. Multi-task Classification

The second configuration we test is multi-task learn-
ing (Caruana, 1993, 1997). We train a neural net-
work to learn different tasks in parallel while using
a shared representation, so that each task updates
the model’s shared parameters with respect to ev-
ery task, ideally leading to a more robust represen-
tation with less over-fitting. In this configuration,
each task corresponds to the classification of a sin-
gle olfactory element, namely Smell Word, Smell
Source, Quality, Odour Carrier, Evoked Odorant,
Location, Perceiver, Time, Circumstances, Effect.

Frame elements related to the olfactory domain
can be ambiguous, with most of the smell sources
not being olfactory-specific items and with qualities
being either generic such as “pleasant” or borrowed
from other senses as “sweet”. We adopt a multitask
approach with the hypothesis that simpler tasks, i.e.
detecting the lexical units (smell words), can act
as auxiliary task and share information for the clas-
sification of more difficult and ambiguous frame
elements. Indeed, while lexical units are usually
expressed by single terms, frame elements typi-
cally match text spans, usually corresponding to

https://huggingface.co/docs/transformers/tasks/token_classification
https://huggingface.co/docs/transformers/tasks/token_classification
https://huggingface.co/docs/transformers/tasks/token_classification
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Lan. App. Train Smell Smell Quality Odour Evoked Loc. Perc. Time Circ. Effect
Data Word Source Carrier Odorant

EN
MT mono 0.871 0.571 0.758 0.482 0.572 0.542 0.510 0.434 0.461 0.405

multi 0.865 0.574 0.759 0.462 0.517 0.546 0.488 0.528 0.480 0.339

ST mono 0.867 0.525 0.703 0.392 0.293 0.368 0.410 0.304 0.266 0.140
multi 0.881 0.530 0.698 0.392 0.359 0.410 0.390 0.309 0.261 0.138

IT
MT mono 0.871 0.559 0.800 0.343 0.564 0.439 0.241 0.613 0.259 0.246

multi 0.887 0.575 0.801 0.382 0.625 0.304 0.240 0.642 0.309 0.201

ST mono 0.854 0.387 0.739 0.249 0.383 0.193 0.254 0.461 0.148 0.141
multi 0.880 0.407 0.755 0.269 0.299 0.186 0.231 0.398 0.201 0.149

FR
MT mono 0.839 0.459 0.567 0.440 0.536 0.373 0.380 0.481 0.279 0.235

multi 0.838 0.472 0.591 0.379 0.505 0.322 0.258 0.561 0.306 0.273

ST mono 0.734 0.314 0.336 0.327 0.414 0.302 0.291 0.384 0.118 0.142
multi 0.820 0.417 0.488 0.352 0.367 0.251 0.268 0.336 0.111 0.150

NL
MT mono 0.788 0.376 0.632 0.191 0.444 0.238 0.303 0.313 0.133 0.149

multi 0.789 0.407 0.638 0.214 0.468 0.236 0.308 0.342 0.154 0.192

ST mono 0.725 0.225 0.545 0.041 0.091 0.068 0.104 0.096 0.053 0.045
multi 0.765 0.235 0.556 0.072 0.063 0.082 0.064 0.071 0.030 0.039

DE
MT mono 0.812 0.454 0.668 0.157 0.454 0.308 0.358 0.184 0.300 0.241

multi 0.814 0.470 0.677 0.215 0.490 0.293 0.351 0.255 0.273 0.253

ST mono 0.778 0.273 0.479 0.186 0.150 0.092 0.164 0.162 0.040 0.036
multi 0.797 0.268 0.443 0.141 0.086 0.092 0.133 0.095 0.031 0.030

SL
MT mono 0.707 0.501 0.525 0.320 0.506 0.401 0.355 0.280 0.153 0.151

multi 0.695 0.442 0.491 0.273 0.445 0.368 0.245 0.214 0.103 0.132

ST mono 0.675 0.406 0.451 0.119 0.277 0.236 0.170 0.155 0.068 0.074
multi 0.655 0.358 0.448 0.186 0.263 0.212 0.195 0.137 0.051 0.086

Table 3: Results (F1) of the classifiers on the lexical unit and 9 frame elements for both Single Task (ST)
and Multi-task (MT) approaches. Each result is the average of 10 different runs done on 10 different data
splits). mono = monolingual data and model; multi = multilingual training data and model

constituents. Therefore, not only label identifica-
tion but also span detection make the task of frame
element classification complex.

To fine-tune the models, we use MaChAmp
(van der Goot et al., 2021), a toolkit for fine-tuning
in multi-task settings, and the classification of
each frame element was again configured as IOB
task. MaChAmp can be configured with a differ-
ent loss weight parameter for each task to define
the main/auxiliary tasks. For each task, we com-
pare two different values of loss weight: 1 and 0.75,
testing different combinations over the 10 tasks. A
hyperparameter search was applied to one of the
splits with the following search space: learning rate
[1e−3, 1e−4, 1e−5], batch size [16, 32] and number
of training epochs range(1, 30). All configurations
reported in Table 3 use a learning rate of 1e−4 and
a batch size of 32, and all the loss weight set to 1,
which yield the best performance.

5. Results

The result of the different configurations are re-
ported in Table 3. As expected, smell words and
the more represented smell sources and qualities
are better classified than other Frame Elements

with less training instances. After doing a manual
check of the mistakes in the output, we notice that
a large portion of the errors is not due to missing
frame elements (or erroneously identified when not
present) but rather to mismatches in the boundaries
of the FE spans, e.g. predicting as smell source
“flowers” rather than “of flowers”. This type of errors
has a larger impact on FE such as “circumstances”
and “effect”, often consisting of longer portions of
text resulting in more incorrectly classified tokens.

Another aspect emerging from the results is that
in all the languages the multi-task classifier is more
effective than a single task classifier, supporting
the idea that treating the classification of each FE
as a separate task is beneficial because each FE
encodes very peculiar information. Finally, fine-
tuning the model on multiple languages has been
proven helpful only on Italian, German and Dutch,
while other languages obtain the best result with
their respective monolingual models.

6. Conclusions

In this work we present the first system for multilin-
gual olfactory information extraction. To our knowl-
edge, this is the first time that frame-like annotation
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is tackled through multi-task classification. In the
future, it would be interesting to check whether this
approach is beneficial also when applied to the
full FrameNet annotation. We also plan to use the
system to perform large-scale studies on olfactory
language, comparing perceptions across different
cultures.
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