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Abstract
Classical bias detection methods used in Machine Learning are themselves biased because of the different
confounding variables implied in the assessment of the initial biases. First they are using templates that are
syntactically simple and distant from the target data on which the model will be applied. Second, current methods are
assessing biases in pre-trained language models or in dataset, but not directly on the fine-tuned classifier that can
actually produce harms. We propose a simple method to detect the biases of a specific fine-tuned classifier on any
type of unlabeled data. The idea is to study the classifier behavior by creating counterfactual examples directly on the
target data distribution and quantify the amount of changes. In this work, we focus on named entity perturbations by
applying a Named Entity Recognition on target-domain data and modifying them accordingly to most common names
or location of a target group (gender and country), and this for several morphosynctactically different languages
spoken in relation with the countries of the target groups. We used our method on two models available open-source
that are likely to be deployed by industry, and on two tasks and domains. We first assess the bias of a multilingual
sentiment analysis model trained over multiple-languages tweets and available open-source, and then a multilingual
stance recognition model trained over several languages and assessed over English language. Finally we propose to
link the perplexity of each example with the bias of the model, by looking at the change in label distribution with
respect to the language of the target group. Our work offers a fine-grained analysis of the interactions between
names and languages, revealing significant biases in multilingual models.
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1. Introduction

Biases in natural language processing (NLP) are
everywhere, starting by the data (Wiegand et al.,
2019), the annotations (Santy et al., 2023; Sap
et al., 2022) and even the annotation campaign
instructions (Parmar et al., 2023). Among other
things, NLP models can drag moral (Hämmerl et al.,
2022), social (Sap et al., 2020) or political biases
(Feng et al., 2023).

The quantification of social bias is a prominent
theme in recent research. It can be in multimodal
data like image captioning (Hirota et al., 2022) or
in general text (Czarnowska et al., 2021). This can
be done using intrinsic methods that are evaluat-
ing the model’s internal representation in different
ways, or using extrinsic methods that measure how
a model’s performance on some task is sensitive
to some attributes of a target group (Blodgett et al.,
2020). The intrinsic methods are more general
but their correlation to downstream tasks is ques-
tionable (Goldfarb-Tarrant et al., 2021; Cao et al.,
2022) since the relation between intrinsic metrics
and actual deviant behavior of the model that could
be observed with extrinsic metrics is very opaque.
Moreover, intrinsic metrics based on word embed-
ding remains opaque because of the lack of trans-
parency and interpretability (Valentini et al., 2023).

Extrinsic methods are based on the model per-
formances (if they are lower for a target group)
and predictions (if they change when the target
group change). They are more straightfoward in
the assessment of the model bias, however these
approaches themselves are not immune to bias
as they highly depends on the choice of variables
(Badilla et al., 2020) and dataset used for evalua-
tion (Orgad and Belinkov, 2022).

More generally, it is difficult to assess the im-
pact of various variables on the bias of a deployed
model, such as the target data and fine-tuning data.
Indeed, when assessing the bias of the pre-trained
model, we ignore their final impact albeit they are
potential confounding variables (cf. Figure 1). First,
the biases are assessed on a certain data distri-
bution (i.e. a domain), and even intrinsic methods
relying on templates (Czarnowska et al., 2021; Ku-
rita et al., 2019; Guo and Caliskan, 2021) have
been proven sensitive to template choice, reveal-
ing considerable variations in bias values and con-
clusions across template modifications (Seshadri
et al., 2022). Then, existing techniques to assess
biases in text-based models often fall short in pro-
viding comprehensive insights into the behavior of
these models in production settings: the classifier
models used afterward are not the same when fine-
tuned over new data. By studying the production
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model itself, we reduce the number of confounding
variables that can impact the bias thereafter.

Even though names are not inherently associ-
ated with a particular nationality, they have been
shown to contains nationality biases (Ladhak et al.,
2023). Venkit et al. (2023) delve into the underex-
plored domain of nationality bias in language mod-
els, spotlighting the influence of demographic at-
tributes on country biases. An and Rudinger (2023)
provide insights into the interplay between demo-
graphic attributes and tokenization length, with a fo-
cus on first name biases. Zhu et al. (2023) present
a novel approach for mitigating name bias by dis-
entangling it from its semantics in machine reading
comprehension. Lastly, Ladhak et al. (2023) in-
vestigate the propagation of name-nationality bias,
showing that names and nationalities are binded
using a intrinsic evaluation with templates, and how
biases manifest themselves as hallucinations.

Because a set of different nationalities generally
implies a set of different languages, multilingualism
should be embedded in the bias evaluation method.
The studies on multilingual bias assessment offer
insights into detecting and mitigating biases in low-
resource and non-English language contexts, but
there are few resources for non-English languages,
especially out of a non-Western context (Vashishtha
et al., 2023). Kaneko et al. (2022) introduced the
Multilingual Bias Evaluation score to bridge the gap
in bias assessment for non-English languages us-
ing Machine Translation, however they created an-
other bias by using Machine Translation on non-
Western context. It is difficult to create a dataset for
bias detection at multilingual scale because of the
difference in cultures and religions. Template can
seem like the easiest options (Das et al., 2023), be-
cause otherwise annotation is very costly (Sahoo
et al., 2023). Finally, notable is the work of Câmara
et al. (2022) who study intersectional bias for mul-
tiple languages, using simple templates. These
studies collectively enhance our understanding of
biases in multilingual settings, emphasizing the
need for culturally relevant assessments. In the
same way it is important to assess the bias of one
model in different languages (Goldfarb-tarrant et al.,
2023; Goldfarb-Tarrant et al., 2023), we argue that
it should also be tested for different data domains.

Finally, social bias can also be annotated in order
to explicitly detect them in a sentence, whether they
are explicit or implicit (Sahoo et al., 2023), but this
annotation part is costly and very language- and
culture- dependent. The fine nuances in source
language make machine translation hardly usable
for this kind of task (Kaneko et al., 2022), making it
impossible to use methods based on this like the
one proposed by Barriere and Balahur (2020).

This paper addresses these challenges by
proposing a novel method for detecting biases in

Figure 1: Different variables can alter the bias of the
production model on production data. Assessing
the bias on a dataset that does not follow the pro-
duction data distribution adds a new confounding
variable. Training phase is in blue while real-world
model application is in red. Bias-detection datasets
impact the bias estimation.
fine-tuned classifiers applied to unlabeled data.
Unlike existing techniques that rely on syntacti-
cally simple templates or assess biases in pre-
trained models or datasets, our dataset-agnostic
approach directly evaluates the impact of a clas-
sifier on the target data distribution, allowing to
uncouple datasets and metrics. We achieve this
by conducting invariance tests by creating counter-
factual examples using Named Entity Recognition
(NER) and country-specific lexicons, before quanti-
fying changes introduced by the classifier.

The work that is closer to our work is the one of
Goldfarb-tarrant et al. (2023), where the authors are
proposing a multilingual dataset in order to assess
different biases. In our case, we are not relying
on a particular dataset since this would implicitly
add a new confounding variable in the bias assess-
ment, as we are using automatic Named Entity
Recognition (NER) on any sentence in order to cre-
ate counterfactual data. Another close work is the
one of Ribeiro et al. (2020) that propose invariance
tests that consist of replacing named entities with
others and look at the shift in the model’s output.
The difference in our work is that we are analyzing
the problem at country-level, looking at the inter-
actions between names and languages, with more
fine-grained metrics.

As far as the authors know, no current method
proposes to concretely assess the bias directly on
production models that are deployed in our soci-
ety, with explicit extrinsic metrics (Orgad and Be-
linkov, 2022; Orgad et al., 2022). Moreover, no-
body proposed a multilingual study over names in
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order to assess the bias that they are dragging in
a multilingual model. In their general framework,
Czarnowska et al. (2021) are dividing the nationali-
ties in 6 groups based on their GDP, but we argue
that this division should be even more fine-grained
and related to the country language. This paper
shows that for at least two models based on one of
the most used multilingual transformers (Conneau
et al., 2020), there are strong biases towards names
that are changing with respect to the language used.
As we show patterns of aversion for names coming
from countries not speaking the language used in
the sentence, we name this phenomena ’AI model
xenophobia’.1

2. Method

The proposed method relies on NER to create coun-
terfactual examples from the target-domain and
specific of target groups, and to assess the bias
quantifying the differences in the model outputs.2

Notation We decide to slightly change the no-
tations of Czarnowska et al. (2021) because our
target groups are country-related which can be de-
fined by different attributes such as names of per-
sons or locations. We use A as a set of target
words sets such that A = {A1, A2, ..., A|T |} where
At represents the target words set of the target
group t for the attribute A,3 and |T | the number of
target groups that we consider. The set of source
examples X = {x1, x2, ..., x|X|} contains the sen-
tences from our target-domain data with at least
one named entity (such as a person or a location),
and S′ = {S′

1, ..., S
′
|X|} the set of sets of pertur-

bated examples, S′ti
j the set of perturbated exam-

ples of the sentence j for the target group i. We
use Φ as the score functions, and d as the distance
metrics used on top of the score functions.

Country-Specific Entities Gazeeters Our
method is relying on country-specific gazeeters,
that can be for different type of named entities:
one gazeeter of a specific attribute A from a given
country t will contain words related to this country.
For example, if the name is the attribute and the
country is France, we will obtain the set of the
most common French names for man or woman
NFrance = {Matthieu, Jean,Sophie, ...} or sur-
names SFrance = {Lepennec,Fourniol,Dubois, ...}.
The proposed method relies on gazeeters that are
country-specific, that can be for different type of

1Xenophobia is the fear of the strangers
2Our code is available online: https://github.

com/valbarriere/Bias_COLING24/
3It can be name regarding the gender, surname, lo-

cation,...

named entities. The authors of Ribeiro et al. (2020)
collected common first and last names, but also
the associated cities from several countries. This
makes a total of 16771 male first names, 12737
female first names, 14797 last names and 5445
cities from 194 countries. For more information,
the reader is referred to Appendix A.

Data Perturbation We use a multilingual NER
system to identify entities for removal in target-
domain data, aligning with the data used during
model deployment. These entities, in combina-
tion with attributes A, form a dataset for generating
contrastive examples S′ = {S′

1, ..., S
′
|X|} related

to specific target groups. The random subtraction
process follows Ribeiro et al. (2020) method using
simple patterns and the Spacy library (AI, 2023).

Bias Quantification We use different methods to
quantify biases. The most naive is the shift in output
distribution caused by a non-causal perturbation of
the input, assessed here with a distance d between
the distributions of the original and counterfactual
examples. Even if this value means there is a bias,
analyzing the class-level predictions is necessary
to define it. We propose to compute a class-specific
distance for models predicting classes related to
positive or negative outcomes and infer a general
valence. We compute the difference in positive
and negative probabilities between the original and
counterfactual examples, which we call ∆ (see Eq.
1) and that represents how more positive the coun-
terfactual example is. Finally, we also look at the
augmentation/diminution of the predicted examples
in each of the classes.

∆ =
∑
pos

ppos −
∑
neg

pneg (1)

3. Experiments

In a series of experiments using various datasets,
we first investigate the impact of perturbations on
a multilingual stance recognition system, focusing
on English data in Section 3. This analysis aims to
uncover how different countries influence English
language and to gauge the gender-related impact
across various languages. Subsequently, in Sec-
tion 3, we extend this analysis to a multilingual con-
text, utilizing a sentiment analysis model trained on
Twitter data. We evaluate biases within this widely
used model across 11 morphosyntactically diverse
languages, all from the same domain.

English Stance Recognition We are focusing
on the multilingual stance recognition dataset CoFE
(Barriere et al., 2022), with the baseline model of

https://github.com/valbarriere/Bias_COLING24/
https://github.com/valbarriere/Bias_COLING24/
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Gender Male Female
Metric ∆ Other Against In favor KL ∆ Other Against In favor KL
United Kingdom -0.55 0.0 13.0 -3.0 4.01 -0.46 0.0 8.0 -4.0 3.83
Ireland -0.62 0.0 12.0 -4.0 4.23 -0.57 0.0 10.0 -5.0 4.18
United States -0.61 0.0 12.0 -4.0 3.99 -0.46 0.0 8.0 -5.0 3.77
Australia -0.58 0.0 13.0 -3.0 4.16 -0.49 0.0 9.0 -4.0 3.91
New Zealand -0.55 0.0 12.0 -4.0 4.12 -0.43 0.0 9.0 -4.0 3.84
Canada -0.68 0.0 11.0 -4.0 4.14 -0.64 0.0 7.0 -5.0 3.92
South Africa -0.66 0.0 10.0 -4.0 4.07 -0.59 1.0 7.0 -6.0 3.80
India -0.81 0.0 6.0 -5.0 4.72 -1.17 1.0 8.0 -9.0 4.73
Germany -0.98 0.0 10.0 -6.0 4.26 -0.77 1.0 8.0 -6.0 3.94
France -1.03 1.0 8.0 -7.0 4.29 -0.91 2.0 3.0 -9.0 4.13
Spain -1.70 2.0 7.0 -11.0 4.80 -1.52 2.0 6.0 -11.0 4.52
Italy -1.82 2.0 8.0 -12.0 4.74 -1.47 2.0 5.0 -12.0 4.31
Portugal -1.66 2.0 8.0 -11.0 5.08 -1.43 2.0 6.0 -11.0 4.45
Morocco -1.44 2.0 6.0 -11.0 5.48 -1.41 3.0 2.0 -13.0 5.42
Hungary -1.43 2.0 8.0 -11.0 4.64 -1.46 2.0 7.0 -11.0 4.68
Poland -1.52 1.0 11.0 -10.0 4.69 -1.41 2.0 7.0 -11.0 4.49
Turkey -1.58 2.0 5.0 -12.0 5.13 -1.34 2.0 5.0 -12.0 4.78

Table 1: Metrics on the stance recognition model. ∆ represents the difference of probability of the positive
class and the negative class. The other values by class and by gender are the percentage of change in
the classification output of the model.

a recent shared-task (Bondarenko et al., 2023) on
this dataset. The data contains proposals from the
online participatory democracy platform called the
"Conference for the Future of Europe" which took
place between 2021 and 2022. Any participant
can write a proposals with a title and associated
description, and comment over other participants
proposals. In our study, we only focus on English
comments.4

Multilingual Sentiment Analysis The second
experiment is focusing on multilingual sentiment
analysis models trained over tweets. We focused
on the widely recognized XLM-T model from Bar-
bieri et al. (2022), as it is a very frequently (>1M
monthly downloads) employed model for multilin-
gual sentiment analysis over tweets. As for the
data, we focused on the associated datasets in
Arabic, English, German, French, Spanish, Italian,
and Portuguese from the same paper,5 and added
three other datasets to extend the variety of lan-
guages. For this reason, we collected tweets in
languages from family that were initially missing, by
using the Eurotweets (Mozetič et al., 2016) and the
Bounti Turkish (Köksal and Özgür, 2021) datasets.
Tweets from Polish, Hungarian and Turkish were
added as languages from slavic, uralic and altaic
families were not present.6

4We tried more languages but there was not enough
entities detected in the other languages.

5We removed Hindi as we wanted to focus on near-
Europe languages

6Note that we never used the sentiment label as our
method only relies on the model’s output distribution.

Metrics We set Φ as the output layer of the neu-
ral network, which consists of the distribution of
class probabilities. For the class-agnostic metric we
chose to set d as the symmetrical Kullback–Leibler
divergence on the probability distributions. Since
we are focusing on a tri-class Sentiment Analysis
and Stance Recognition, and because of the in-
herent nature of these tasks, the valence of the
bias can be easily inferred using the three groups
of classes Positive/In favor, Negative/Against and
Neutral. We use this grouping in order to compute
∆, which also serves as d.

Experimental Protocol For every sentence x,
we create 50 random perturbations of this sentence
for each of the target countries. Other details can
be found in Appendix B.

4. Results

Multilingual Sentiment Analysis The results
presented in Figure 2 reveal a significant correlation
between the language of the text and the language
of the named entity concerning the difference in out-
put probabilities between the positive and negative
classes (∆) that we normalized per language to ob-
tain a number between -1 and 1. In Arabic, English,
French, Italian, Hungarian, Polish, and Turkish, en-
tities from these languages yield the most positive
results. Following closely, Portuguese and German
names exhibit the second-highest positivity in their
respective languages. Notably, Spanish names do
not receive a positive sentiment score in Spanish
text. These findings also highlight interesting con-
nections between closely related languages: Italian
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Figure 2: Matrix of ∆ normalized per language.

names are perceived very positively in Spanish text,
while names from the United Kingdom are rated
highly positively in German. Less intuitive observa-
tions include English names having a more positive
impact in German, but the reverse is not true. Sur-
prisingly, Polish names are viewed very positively
in Portuguese text.

English Stance Recognition Table 1 displays
metrics related to the names of different countries.
Notably, English-speaking country names, includ-
ing those from countries with different primary lan-
guages like India and South Africa, consistently
exhibit the lowest ∆ values, indicating a more posi-
tive outcome. Specifically, names from the United
States exhibit the lowest KL divergence, with values
of 4.01 for males and 3.83 for females. However,
it’s important to highlight that Indian female names
differ in their ∆ compared to female names from
other English-speaking countries. Concerning the
gender, in general names from female are more
positive than the ones from males, moreover the
augmentation of Against prediction on the counter-
facutal examples is lower than for the males (4%).
Finally, it is also worth noting that the perturbed
examples are less positive than the original ones,
which might be due to distribution perturbation. And
surprisingly when analyzing the predicted classes,
the overall more positive countries show a higher
augmentation of negative classifications than for
other countries, and inversely the diminution of pos-
itive outcomes is far less.

5. Conclusion

We introduce an approach aimed at quantifying
classifier biases with respect to named entities orig-
inating from various countries. Our method lever-
ages counterfactual examples generated from data
within the target domain, thereby mitigating the in-
fluence of confounding variables when assessing
model biases deployed in practical applications.
Furthermore, our investigation reveals a consistent
phenomenon across two distinct multilingual tasks,
namely stance recognition and sentiment analysis.
In these two tasks, we first show that a bias can be
detected by looking at the probability distribution,
and second, that this bias can be defined more
precisely. The models exhibit a propensity to as-
sign more positive output to sentences containing
named entities from countries where the language
of the sentences is spoken, impulsing for the name
’AI model xenophobia’.

6. Limitations

Our method only relies on Named Entities, so it
does miss all the implicit hate speech. Neverthe-
less, it is a system with low recall but high precision
as when it detects a change, it means that the clas-
sifier behavior is biased.

The use of lexicons implies another bias, even
though they are the most frequent names of people
and places. First, Paris in French is Parigi in Italian.
we do not take this into account. Second, the script
of the lexicon is always Latin, which is not true
for every languages: Arabic is in Arabic script but
Moroccan names were added in Latin script.7

Looking at the change in distribution is complex
to interpret, for example in the case of a language
model the distribution of words might change, be-
cause of the data distribution that indeed influence
the prediction, without the possibility to explicitly
find whether or not this mathematical bias (Meister
et al., 2022) is a social bias.

7. Ethical Considerations

Our research on detecting and mitigating biases
in fine-tuned NLP models places specific ethical
considerations at the forefront. We are committed
to the elimination of biases that could perpetuate
discrimination or harm marginalized groups, prior-
itizing non-discrimination and fairness. We have
made our code open-source to facilitate the acces-
sibility and utilization of our method by anybody on
their models and datasets.

7Interestingly, we still detect the same pattern than for
other languages/names
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A. Gazeeters

These lexicons were obtained from the Wikidata
Query Service.8 As we noticed incoherences in the
cities per country lexicons (France did not have big
cities like Toulouse), we decided to enhance these
lexicons by running our own requests and added
the biggest cities.9 This makes a total of 16771
male first names, 12737 female first names, 14797
last names and 5445 cities from 194 countries.

B. Experimental Protocol

In all our experiments we avoided examples seen
during the training phase of the model. The test
sets partition from Barbieri et al. (2022) were used
for the XLM-T dataset, and CFE−T and CFU were
used as test sets on CoFE (Barriere and Balahur,
2023). We use the best model, pre-trained over De-
bating Europe (Barriere et al., 2022). Experiments
were run using Tensorflow 2.4.1 (Abadi et al., 2016),
transformers 3.5.1 (Wolf et al., 2019), a GPU Nvidia
RTX-8000 and CUDA 12.0.

8https://query.wikidata.org/
9We also collected the most common names by scrap-

ping Wikipedia pages and added this resource to our
code, but we found out it was more straightforward to
use the Checklist toolbox.
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