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Abstract
Joint entity-relation extraction remains a challenging task in information retrieval, given the intrinsic difficulty in
modelling the interdependence between named entity recognition (NER) and relation extraction (RE) sub-tasks. Most
existing joint extraction models encode entity and relation features in a sequential or parallel manner, allowing for
limited one-way interaction. However, it is not yet clear how to capture the interdependence between these two
sub-tasks in a synergistic and mutually reinforcing fashion. With this in mind, we propose a novel approach for
joint entity-relation extraction, named Synergetic Interaction Network (SINET) which utilizes a cross-task attention
mechanism to effectively leverage contextual associations between NER and RE. Specifically, we construct two sets
of distinct token representations for NER and RE sub-tasks respectively. Then, both sets of unique representation
interact with one another via a cross-task attention mechanism, which exploits associated contextual information
produced by concerted efforts of both NER and RE. Experiments on three benchmark datasets demonstrate that the
proposed model achieves significantly better performance in joint entity-relation extraction. Moreover, extended
analysis validates that the proposed mechanism can indeed leverage the semantic information produced by NER
and RE sub-tasks to boost one another in a complementary way. The source code is available to the public online
(https://github.com/AONE-NLP/RTE-SINET).
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1. Introduction
The task of joint entity and relation extraction in-
volves the simultaneous identification of entity men-
tions and their associated relations from unstruc-
tured textual data, with the goal of generating re-
lational triples in the form of <subject, relation, ob-
ject>. These extracted triples have been funda-
mental in a wide range of downstream applications
such as knowledge base construction (Luan et al.,
2018; Distiawan et al., 2019), question answering
(Li et al., 2019; Xu et al., 2016) and relational rea-
soning (Santoro et al., 2017; Zhu et al., 2019).
In the realm of relation extraction (RE), conventional
approach relied on a pipeline-based framework,
where all entities in a sentence are first extracted
and subsequently used to classify the relation be-
tween all entity pairs (Zhou et al., 2005; Chan and
Roth, 2011). This approach was initially favored
due to its simplicity and ease of implementation.
However, it fails to consider the interdependence
between named entity recognition (NER) and RE,
leading to error propagation.
Recent studies have explored alternative strate-
gies, such as sequential or parallel encoding, to
jointly capture the interaction between NER and
RE (Eberts and Ulges, 2020; Lu et al., 2022). Se-
quential encoding (Bekoulis et al., 2018b; Wei et al.,
2020; Bekoulis et al., 2018a) involves performing
NER and RE sequentially or vice versa, with the
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Figure 1: Three interactive learning structures for
joint entity-relation extraction, where the directed
arrows signify the flow of information between NER
and RE sub-tasks.

output of one sub-task serving as the input to the
other as illustrated in Figures 1; however, these ap-
proaches suffer from error accumulation due to its
uni-directional interaction between both sub-tasks.
Conversely, parallel encoding (Fu et al., 2019; Wad-
den et al., 2019) generates task-specific features
independently via the same input. While parallel
encoding strategies could alleviate the issue of er-
ror accumulation, they risk insufficient interaction
between the NER and RE sub-tasks which may hin-
der to model important nuances and relationships
between entities and relations, as their interaction
is limited to input sharing.
To fill this gap, recent studies have investigated two-
way interactive encoding methods that can capture

https://github.com/AONE-NLP/RTE-SINET
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the implicit interaction between NER and RE sub-
tasks. A recurrent interaction architecture has been
proposed to dynamically capture the correlation be-
tween NER and RE (Sun et al., 2020; Wang and Lu,
2020; Yan et al., 2021; Xiong et al., 2022). These
approaches utilize a recurrent network (e.g. LSTM)
to learn the interdependencies between the NER
and RE, enabling dynamical inner-task interaction.
However, such a recurrent learning paradigm pro-
cesses the entire sequence of both sub-tasks at
each time step, entailing the integration of multi-
ple gate units and recursive computations, con-
sequently leading to a significant computational
burden.(Williams et al., 2015).
In this paper, we propose a novel joint relation ex-
traction framework that captures synergetic inter-
action between NER and RE by exploiting asso-
ciated contextual information produced from both
sub-tasks, as inspired by the work (Chen et al.,
2021). More precisely, we introduce a cross-task
attention mechanism (CTAM) that coordinates the
back-propagation between NER and RE to synchro-
nize their attention allocation and promote effective
synergy. Given a sentence, SINET first transforms
its pre-trained embeddings into task-aware spaces
(Ren et al., 2022) corresponding to NER and RE,
respectively, with each having its own task-aware
projection function. Subsequently, SINET employs
the CTAM to exchange information among two sub-
tasks in a mutual manner, thereby obtaining con-
textual associated representations for both, respec-
tively. These contextual representations serve as
the agent vectors in the subsequent NER and RE
sub-tasks, and are used to tune attention allocation
of each sub-task during back-propagation.
Experimental results show that, comparing to other
joint-learning models, the proposed SINET model
can better capture semantic contextual association
between entity pairs and relational facts on bench-
mark trials. In addition, SINET is more efficient
than current baselines, as it is fast on decoding
and requires less computation resources. Our con-
tributions can be summarized as:

• We present a novel synergetic interaction net-
work that enables effective bi-directional in-
teraction between NER and RE sub-tasks by
leveraging contextual association.

• Our proposed method employs a cross-task
attention mechanism that facilitates synergetic
interaction between NER and RE sub-tasks.
This mechanism exploits the potential contex-
tual association between NER and RE to en-
hance contextual understanding and inference
abilities of the joint learning model with a linear
computation and memory.

• We conduct extensive experiments on three
standard benchmarks. The experimental re-

sults indicate that our method performs better
than state-of-the-art baselines.

2. Related Work
Relational triple extraction is a task which typi-
cally involves two sub-tasks: named entity recogni-
tion (NER) and relation extraction (RE). Traditional
pipelined methods (Chan and Roth, 2011; Gorm-
ley et al., 2015) performed relation extraction by
considering all possible combinations of extracted
entity pairs. However, such approaches neglect
the interdependence of NER and RE sub-tasks. To
exploit interrelated signals between two sub-tasks,
feature-based joint models (Miwa and Sasaki, 2014;
Ren et al., 2017) have been proposed. However,
these models are based on manual operations and
Natural Language Processing (NLP) tools, which
are prone to data labeling errors.
Since the introduction of recursive neural network
for RE by (Socher et al., 2012), a variety of se-
quence tagging models have been investigated
(Miwa and Bansal, 2016; Zheng et al., 2017).
Although promising results have been achieved,
these methods are unable to handle overlapping
entities. To overcome this limitation, (Dai et al.,
2019) introduced a position-attention mechanism
to generate various sentence representations with
respect to every query position, facilitating the ex-
traction of overlapping entities. Similarly, (Yu et al.)
proposed a unified sequence labeling framework
based on a novel decomposition strategy. However,
these approaches remain insufficient in dealing with
EntityPairOverlap (EPO) triples.
Recent research has focused on inter-task interac-
tive modeling to address this issue. For instance,
(Bekoulis et al., 2018b) proposed a multi-head se-
lection method to predict potential relations of each
entity pair. (Wei et al., 2020) proposed a novel
cascade binary tagging scheme to obtain entities
and relations, and span-based models (Eberts and
Ulges, 2020; Ji et al., 2020) have been utilized for
joint relation extraction, substantially reducing train-
ing complexity through negative sampling strate-
gies. However, these methods encode entity and
relation information sequentially, resulting in a dis-
parity of information exposure between NER and
RE sub-tasks.
Another trend of research has been devoted to the
parallel encoding of task-specific features, which
involves input sharing to facilitate the interaction be-
tween sub-tasks. For example, (Fu et al., 2019) en-
coded entity and relation information separately by
using common features derived from graph convo-
lutional networkencoder. More recently, A dynamic
graph information extraction method (DYGIE) (Luan
et al., 2019) have utilized dynamic graphs of spans
to enhance interaction across NER and RE sub-
tasks, enabling the model to learn useful informa-
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tion from a broader context. Moreover, (Wadden
et al., 2019) reinforced DyGIE by implementing a
transformer architecture from (Devlin et al., 2019)
to capture task-independent textual context.
Despite the initial success of the aforementioned
approaches, they have not adequately addressed
the challenge of modeling two-way interaction be-
tween NER and RE sub-tasks. (Sun et al., 2020)
proposed a multi-task learning method to dynami-
cally learn the interactions between two sub-tasks,
while (Wang and Lu, 2020) proposed the table-
sequence encoders where a sequence encoder
and a table encoder are designed to help each other
and complete explicit interactions. Besides, a parti-
tion filter network (Yan et al., 2021) was proposed
to handle inter-task communication via the shared
contextual partition. However, those models pro-
cess the entire sequence at each step and impose
a substantial computational load. In our proposed
SINET, we leverage CTAM to effectively utilize the
contextual association produced from synergetic
interaction between NER and RE, thereby ensur-
ing a linear time complexity for computation and
memory utilization.

3. Method
3.1. Problem Definition
Given a sentence X consisting of n tokens
{x1, x2, ..., xn}. The desired outputs are denoted
as Y (X) = {(s, r, o) | s, o ∈ E, r ∈ R}, where
E and R are the pre-defined entity and relation
sets, respectively. To help introduce the rest, all
possible spans from the sentence are defined as
S = {s1, s2, ..., sm}, wherem denotes the total num-
ber of all possible spans.

3.2. Our Approach
The overall structure of SINET is depicted in Figure
2, which has five main components, i.e., a BERT en-
coder module, a task-aware feature projection mod-
ule (TAP for short), a cross-task attention mecha-
nism module (CTAM for short), an entity classifier
module, and a multi-label relation extraction mod-
ule. Benefiting from the TAP and CTAM module,
entity classifier module and relation extraction mod-
ule interact in a multi-task learning manner during
the training phase, but operate sequentially in rea-
soning phase.
BERT Encoder We map word embeddings into
BERT embeddings via pre-trained transformer
blocks (Vaswani et al., 2017). As in the original
implementation BERT (Devlin et al., 2019), an ad-
ditional classification token CLS is added to the
sequence, which acts as an agent that summa-
rizes all the tokens. Hence, the unified embedding
sequence obtained from BERT can be denoted
as Yenc(X) =

{
hcls,h1,h2, . . . ,hn | hi ∈ Rd×1

}
,

where hi represents the hidden state of the i-th

token in the input sequence, and d is the dimen-
sion of the hidden state.
Task-aware Feature Projection We view both
NER and RE sub-tasks from the multi-task fea-
ture learning perspective. Intuitively, NER seeks
to extract entity mention (mainly entity type) knowl-
edge from a set of labeled training data; whereas
RE aims to learn the distribution of entity mentions
driven by the factual relation types. Thus, rather
than adopting the unified semantic representation
from BERT for both sub-tasks, the key insight is
to learn a projection from the semantic space to
the sub-task feature space. More specifically, the
generic sentence representation is adopted from
BERT, and then fed into a set of isomorphic task-
aware feature projection (TAP) layers for NER and
RE respectively. The TAP layers are composed of
trainable matrices denoted by We and Wr, with
dimensions of Rd×d, respectively. The TAP with
respect to both sub-tasks are defined as,

he
i = fe(hi) = Wehi,h

r
i = fr(hi) = Wrhi. (1)

The output of TAP denotes as task-aware represen-
tation in the sense that the feature representation
of the same input can be varying under different
sub-task specifications.
Cross-task Attention Mechanism The cross-task
learning between NER and RE involves the CLS to-
ken of one sub-task feature space and task-aware
representation of the other feature space. Specif-
ically, in order to interact the task-aware features
more effectively and efficiently, the CLS token is
deployed as an agent to exchange information
among the sequence of tokens from the other fea-
ture space.
As illustrated in Figure 2 (b), entity-aware feature
representations and relation-aware feature repre-
sentations are concerted with one another to mu-
tually model the contextual associations between
NER and RE via Multi-head Cross-task Attention
Mechanism. Specifically, the CTAM takes task-
aware representation of NER and RE as input, for
entity-aware space, it gathers task-aware repre-
sentation from relation space and concatenates its
own CLS token to them and the same procedure
is applied to the relation-aware space by simply
swapping the index e and r, denoted as:

h′e = [hr
i ;h

e
cls],h

′r = [he
i ;h

r
cls]. (2)

We then conduct CTAM between he
cls and h′e, hr

cls

and h′r, where CLS token acts as the query vector.
Following the original transformer implementation,
multiple attention heads are also deployed in CTAM,
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Figure 2: (a) Overview of SINET. The framework consists of five components: BERT encoder, task-aware
feature projection module, cross-task attention mechanism module, entity classifier and relation extraction
module. Cyan and orchid denote the two task-aware spaces respectively. Orange and red denote the
contextual association captured by CTAM for NER and RE respectively, the yellow block denote the
context representation between a pair entities (local context for short), and green blocks denote the span
width embedding. (b) Detailed depiction of CTAM. The CLS token of the entity-aware space serves as a
query token to interact with tokens from the relation-aware space. The same procedure applies to the
relation-aware space when interacting with entity-aware space.

denoted as:
qe = Wqh

e
cls,k

e = Wkh
′e,ve = Wvh

′e,

qr = Wqh
r
cls,k

r = Wkh
′r,vr = Wvh

′r,

Ae = softmax(qekeT /
√

d/h),

Ar = softmax(qrkrT /
√
d/h),

h′e
cls = Aeve + he

cls,h
′r
cls = Arvr + hr

cls,

(3)

where Wq, Wk, Wv ∈ Rd×(d/h) are learnable pa-
rameters, d and h denote the embedding dimen-
sion and number of attention heads respectively.
The outputs of the cross-task attention module with
layer normalization (LN) are defined as:

h′e
cls = LN(h′e

cls),h
′r
cls = LN(h′r

cls). (4)
Entity Classifier As Figure 2 (a) shows, entity clas-
sifier takes three components as input, which com-
prises the representation of the entity span via TAP,
the width embedding of the span, and the context-
associated CLS for NER obtained from CTAM.

• The representation of entity span is denoted as
Se = {se1, se2, ..., sem}. All tokens in each span
are integrated using max pooling to get the
entity span representation sei :

sei = Maxpool
{
he
i ,h

e
i+1, ...,h

e
j

}
. (5)

• The width embedding wk is generated by a
dedicated embedding matrix, which is learned
through back-propagation, based on the span
width k.

• The associated context representation for
NER, h′e

cls, is obtained from the interaction be-
tween NER and RE via CTAM.

The final representation for the entity classifier is
obtained by concatenating these three inputs:

ei = [sei ;wk;h
′e
cls], (6)

The final representation ei is then fed to a Feed-
forward Neural Network (FNN) followed by a Soft-
max classifier in order to determine corresponding
entity class, denoted as:

ye = Softmax(Wnerei + be), (7)

where ye is the posterior for each entity class (in-
cluding none type). And we exclude spans that
are predicted as none type, and form a candidate
entity set Sr = {sr1, sr2, ..., srm′} (m′ ≤ m) in order to
reduce searching space when performing RE.
Multi-label Relation Extraction The relation clas-
sifier examines each candidate pair of entities and
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determines if any relations from the pre-defined
relation set R present. Figure 2 (a) illustrates the
three components that the relation classifier takes
as input, including the candidate entity tuple repre-
sentations along with their width embeddings, local
context representation and the associated context
representation for RE obtained from CTAM.

• The relation span’s embeddings are denoted
as Sr = {sr1, sr2, ..., srm′}. Given two entity men-
tions s1, s2 and their corresponding widths k,
we concatenate the relation span representa-
tion sri and width embedding wk to represent
the entity candidates e(s1), e(s2). The detailed
operations are as follows:

sri = Maxpool
{
hr
i ,h

r
i+1, ...,h

r
j

}
,

e(s1) = [sr1;wk], e(s2) = [sr2;wk].
(8)

• The local context consists of the tokens be-
tween two potential entity spans. We leverage
their BERT embeddings and obtain the local
context representation c(s1, s2) through max
pooling. If any pairs of entity spans are con-
tiguous, we set c(s1, s2) = 0.

• The associated context representation for RE
is denoted as h′r

cls and is obtained from CTAM.

We concatenate these four embeddings to form the
final representation for the relation classifier. Since
relations are asymmetric in general, we need to
classify both (s1, s2) and (s2, s1):

r1 = [e(s1); c(s1, s2); e(s2);h
′r
cls]

r2 = [e(s1); c(s2, s1); e(s2);h
′r
cls]

(9)

which is then passed to a multi-label relation clas-
sifier, denoted as:

yr = Sigmoid(Wrer1/2 + br), (10)
where yr is the predicted score of each relation type.
If the score exceeds the relation filtering threshold
α (see section 4.2 for details), it implies that the
corresponding relations exist between s1 and s2.

3.3. Training Strategy
The joint loss function for NER and RE is denoted
as:

L = Le + Lr (11)
where Le is the cross-entropy loss for NER and Lr

is the binary cross-entropy loss for RE.
Note that we use the same negative sampling strat-
egy as (Eberts and Ulges, 2020). For entity classi-
fier, we select entity spans that have been tagged
as positive samples, and randomly choose neg-
ative samples in the rest of spans. For relation
classifier, we use ground truth relations as positive
samples, and draw negative samples from those
entity pairs that are not labeled with any relations.

Dataset #Sentence |E| |R|Train Dev Test
ACE05 10,051 2,424 2,050 7 6
ACE04 8,683(5-fold) 7 6
SciERC 1,861 275 551 6 7

Table 1: The statistics for datasets ACE05, ACE04
and SciERC . |E| and |R| are numbers of entity and
relation types, respectively.

4. Experiments
4.1. Datasets and Evaluation Metrics
We evaluate our approach on three datasets:
ACE04, ACE05 (Walker et al., 2005), SciERC (Luan
et al., 2018). The ACE04 and ACE05 datasets
are collected from various sources, such as news
articles and online forums. The SciERC dataset
is collected from 500 AI paper abstracts. We fol-
low the preprocessing steps in DYGIE1 for ACE042

and ACE053. Specifically, for ACE04, we use 5-
fold cross validation to evaluate the model, and the
development set construct by 15% of training set.
Table 1 shows the data statistics.
Furthermore, we adopt the evaluation protocol used
in prior works and measure the performance of
our model using micro Precision, Recall and F1-
score as the evaluation metric. For NER, a correct
entity prediction must have both correct type and
boundary. For RE, we adopt two evaluation metrics:
(1) boundaries evaluation (Rel): considers a triple
prediction correct only if the predicted relation and
the boundaries of two spans are correct. (2) strict
evaluation (Rel+): requires predicted entity types
to be correct in addition to satisfying the conditions
of the boundaries evaluation.

4.2. Implementation Details
For fair comparison, we use bert-base-cased (De-
vlin et al., 2019) and albert-xxlarge-v1 (Lan et al.,
2019) as the base encoders for ACE04 and ACE05,
scibert-scivocab-cased (Beltagy et al., 2019) for Sci-
ERC. The batch size and learning rate are set to
4/20 and 1e−5/2e−5 for SciERC/others respectively.
We also conduct a dropout before the entity and
relation classifier with a rate of 0.1 and width embed-
dings size w of 100. For CTAM, the attention head
is set to 4 with a dropout rate of 0.2. In addition,
the max span size and relation filtering threshold α
are set to 8 and 0.5. The layers of CTAM is set to
1. The model is trained on a single NVIDIA A100
Tensor Core GPU and an Intel Xeon Bronze 3104
CPU for 100 epochs on all three datasets. Further-
more, we report the averaged F1-scores of 5 runs
to ensure the robustness of our results.

1https://github.com/luanyi/DyGIE
2https://catalog.ldc.upenn.edu/LDC2005T09
3https://catalog.ldc.upenn.edu/LDC2006T06
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Model Encoder ACE04 ACE05 SciERC
Ent Rel Rel+ Ent Rel Rel+ Ent Rel Rel+

SPTree (Miwa and Bansal, 2016) Bb 81.80 - 48.40 83.40 - 55.60 - - -
SciIE (Luan et al., 2018) SciB - - - - - - 64.20 39.30 -
DYGIE (Luan et al., 2019) Bb 87.40 59.70 - - - - - - -
DYGIE++ (Wadden et al., 2019) Bb - - - 88.60 63.40 - - - -
DYGIE++ (Wadden et al., 2019) SciB - - - - - - 67.50 48.40 -
Multi-turn QA (Li et al., 2019) Bb 83.60 - 49.40 84.80 - 60.20 - - -
Two are Better than One (Wang and Lu, 2020) ALB 88.60 - 59.60 89.50 - 64.30 - - -
SPE (Wang et al., 2020) SciB - - - - - - 66.90 - 33.60
SpERT (Eberts and Ulges, 2020) SciB - - - - - - 70.33 50.84 -
SPANMulti−Head (Ji et al., 2020) Bb - - - 89.59 65.24 - - - -
PURE (Zhong and Chen, 2021) ALB 88.80 64.70 60.20 89.70 69.00 65.60 - - -
PURE (Zhong and Chen, 2021) SciB - - - - - - 66.60 48.20 35.60
PFN (Yan et al., 2021) ALB 89.30 - 62.50 89.00 - 66.80 - - -
PFN (Yan et al., 2021) SciB - - - - - - 66.80 - 38.40
MGE (Xiong et al., 2022) ALB 89.30 - 63.80 89.70 - 68.20 - - -
MGE (Xiong et al., 2022) SciB - - - - - - 68.40 - 39.40

SINET (Ours)
Bb 88.27 60.86 57.34 88.58 66.18 62.83 - - -

SciB - - - - - - 72.59 51.01 40.13
ALB 90.53 66.53 64.65 90.56 69.04 65.71 - - -

Table 2: Comparison (%) of the proposed SINET with the prior works on three datasets. Bold represents
the best F1-scores. Results that indicate a statistically significant improvement with a p-value of less than
0.05 under the bootstrap paired t-test are marked with an underline. Bb, ALB, SciB denote the use of
Bert-base, ALBERT-xxlarge-v1 and SciBERT encoders, respectively.

5. Main Results

As shown in Table 2, we conduct a comprehensive
evaluation of SINET against prior state-of-the-art
models on three publicly available datasets (ACE04,
ACE05, SciERC). The experimental results demon-
strate the superiority of our proposed method over
prior SOTA works in the field of NER. Moreover,
our model also achieves promising performance
in RE. These findings highlight the effectiveness
of our proposed method SINET, which reinforces
the significance of modeling synergetic interaction
between entity pairs and relational facts in joint
entity-relation extraction task.

Regarding NER, our model exhibits an improve-
ment on F1-scores of +1.23%, +0.85%, +2.26%
on ACE04, ACE05 and SciERC, respectively, com-
pared to the previous methods. As for RE, our
model outperforms previous baselines on all three
datasets. Under the boundaries evaluation stan-
dard, our model achieves an absolute improve-
ment on F1-scores of +1.83%, +0.04%, +0.17% on
ACE04, ACE05, and SciERC respectively, when
compared to the previous baseline methods. Fur-
thermore, under the strict evaluation standard, our
model surpasses the previous baselines on F1-
scores by a margin of +0.85%, +0.73% on ACE04
and SciERC respectively. We also noticed that com-
pared to the previous SOTA models based on Bert-
base, our model achieves a substantially better
relation F1. Overall, our proposed method outper-
forms previous baselines, achieving a remarkable
improvement in performance.

6. Analysis
6.1. Ablation Study
In this section, we provide an in-depth examination
of the efficacy of our framework in NER and RE,
appraising it based on five distinct aspects:
Attention head numbers. We conduct compar-
ative experiments to investigate the impact of the
number of attention heads in CTAM on the SciERC
development set. As shown in Figure 3, optimal per-
formance of the model is achieved with 4 attention
heads. However, increasing the number of atten-
tion heads beyond 4 did not yield any significant
improvements in either NER or RE sub-tasks.
CTAM layers. In accordance with the results pre-
sented in Figure 3, our model adopts a multi-layer
architecture, with each layer composed of a CTAM
module. Upon evaluating the CTAM depths (D)
of one to five layers, we observe a drop in perfor-
mance of approximately 0.82%, 1.28% and 1.63%
F1-scores for entity, boundaries relation and strict
relation extraction, respectively. We argue that ex-
cessive layers increases the number of model pa-
rameters, which may lead to over-fitting and ulti-
mately hinder the model’s performance.
Entity span representation. In terms of entity
span representation, we explored various alterna-
tives, including max pooling, sum pooling, and av-
erage pooling over entity tokens. Our findings, de-
tailed in Table 3, indicate that averaging entity to-
kens is ineffective for both NER and RE. Instead,
we found that sum pooling improves performance,
achieving F1 scores of 73.84% and 40.66% for
NER and "strict" RE, respectively. However, max
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Figure 3: Performance of Proposed SINET with
Varying Head Numbers and Layers of CTAM on the
SciERC Development Set.

Ablation Settings Ent Rel Rel+

Entity Span
(sei , s

r
i )

Max 74.65 50.99 42.91
Sum 73.84 48.80 40.66
Average 71.33 44.14 35.71

Local Context
c(si, sj)

Max 74.65 50.99 42.91
Sum 73.75 48.38 41.02
Average 73.66 45.69 37.75

Interactive agent
(he

cls,h
r
cls)

CLS 74.65 50.99 42.91
Max 74.54 49.74 41.54
Average 74.18 49.83 41.79

LayerNorm with 74.65 50.99 42.91
without 73.84 50.13 41.41

Table 3: Ablation experiments on SciERC devel-
opment set. Ent , Rel and Rel+ represent entity
F1-scores, boundaries and strict relation F1-scores.
The best results are marked in bold.

pooling yields even better results, outperforming
sum pooling by an additional 0.81% and 2.25% for
NER and "strict" RE, respectively.
Local context representation. Table 3 also re-
veals the impact of local context representations
on RE within our proposed model. Our experimen-
tal findings suggest that utilizing max pooling to
represent local context yields the best results.
Interactive agent. We investigate alternative op-
tions for the interactive agent in CTAM besides
utilizing the CLS token, such as employing the max
and average pooling of the sentence. As presented
in Table 3, the model utilizing the CLS token as the
agent attains the highest F1-scores on SciERC, in-
dicating the efficacy of the CLS token in synthesizing
the information of the current sub-task and passing
it to the next one through CTAM.
Impact of layer normalization. Finally, we con-
duct an experiment to compare the F1-score with
and without LN on the contextual association rep-
resentations (h′e

cls,h
′r
cls). Our results demonstrate

that the representations with LN outperform those
without, achieving an improvement of 1.50% in the
strict relation F1-score.

6.2. Effects of Synergetic Interaction
In order to validate the efficacy of the synergetic
interaction for both NER and RE in our SINET, we
conduct experiments by testing different encoder
variations on SciERC and ACE05 development set:

Settings Ent Rel Rel+

SciERC

Base 73.99 50.49 41.85
Base+TAP 74.48 50.54 41.94
Base+TAP+CTAMNER 74.26 50.36 42.70
Base+TAP+CTAMRE 74.01 49.84 41.63
Base+TAP+CTAM 74.65 50.99 42.91

ACE05

Base 86.57 63.70 60.42
Base+TAP 86.75 63.83 60.56
Base+TAP+CTAMNER 86.76 63.80 60.35
Base+TAP+CTAMRE 86.83 64.09 60.98
Base+TAP+CTAM 86.85 64.67 61.42

Table 4: Ablation study on SciERC (SciBERT) and
ACE05 (BERT-base) development set. Ent, Rel,
and Rel+ represent entity F1-scores, boundaries
and strict relation F1-scores. The best results are
marked in bold.

Base : hcls, generated by the original BERT, is
utilized as the shared representation for both NER
and RE sub-tasks. The representation of entity
candidates (e(si)) and the shared representation
hcls are concatenated for NER sub-task. The rep-
resentation of each pair of entity candidates (e(s1),
e(s2)), the local contextual representation c(s1, s2)
between two potential entity spans and the hcls

representation are concatenated for RE sub-task.

Base+TAP : he
cls and hr

cls, generated by the task-
aware projection layers, are utilized for NER and
RE respectively.

Base + TAP + CTAMNER : h′e
cls obtained from

CTAM, and hr
cls obtained from TAP are leveraged

for NER and RE respectively.

Base + TAP + CTAMRE : he
cls obtained from TAP,

and h′r
cls obtained from CTAM are leveraged for

NER and RE respectively.

Base + TAP + CTAM : h′e
cls and h′r

cls obtained
from CTAM module are leveraged for NER and
RE respectively.

The Base setting models the interaction between
NER and RE using original CLS token from BERT
encoder. Table 4 demonstrates that employing TAP
based on the original CLS improves the model’s per-
formance compared to the base. We argue that
sub-task interaction via direct input feature shar-
ing may lead to the feature conflict issue, which
degrades the overall performance. On the other
hand, implementation of TAP provides a marginal
improvement as it enables task-aware feature learn-
ing. Furthermore, we train our model in an unidi-
rectional interaction setting, where CTAMNER and
CTAMRE are integrated with the base model and
TAP to perform joint entity-relation extraction, re-
spectively, while utilizing information from the other
sub-task. Experimental results indicate that these
two variants achieve comparable performance with
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Figure 4: Attention heat maps of each token in the
original BERT, NER-aware and RE-aware space
via CTAM. The color intensity reflects the strength
of the attention weight, with darker colors indicating
higher weights. (Tokens marked in bold are gold
entities, in which red denotes in-triple entities, and
blue denotes out-of-triple entities).

"Base+TAP" model, which verifies the deficiency of
unilateral interaction. Through a series of auxiliary
experiments, we find that bi-directional interaction
between NER and RE via TAP and CTAM leads
to a mutual reinforcement of both sub-tasks and
achieves the best performance.

6.3. Case Study
To further investigate the impact of interaction be-
tween NER and RE, we conduct extensive exper-
iments and visualize the attention scores of each
token on different semantic spaces with a couple
of sample sentences from ACE05 dataset.
In Figure 4, it is observed that the original sen-
tence representations from BERT indicate that most
of BERT attention heads attend to the CLS token,
which is intelligible since the class token is di-
rectly used for downstream tasks. However, the
BERT sentence representations tend to overly fo-
cus on some of the gold entities (e.g., "patrick
teeterman", "buddies") or place attention on task-
irrelevant tokens (e.g., "behind", "should"). In our
proposed SINET, the NER-aware space pays more
attention to the gold entities, particularly the head
token of an entity such as "patrick" in instance (a).
And the RE-aware space places greater empha-
sis on in-triples entity pairs. As depicted in in-
stance (b), entities marked in red ("Virginia" and
"schools") that form an in-triple entity pair receive
relatively higher attention in RE-aware space com-
pared to other entities. Conversely, some out-of-
triple entities (marked in blue), such as "we" and
"Tech" receive relatively less attention in RE-aware

Model FLOPs (M) Inference
Time (s)

SciERC
SPANMulti_Head 3892.93 21
PFN 1517.51 34
SINET 1279.25 11

ACE05
Two are Better than One 3867.13 117
PFN 26970.74 134
SINET 26113.61 65

Table 5: Comparison of model efficiency on Sci-
ERC (SciBERT) and ACE05 (ALBERT-xxlarge-v1).

space. Moreover, the attention scores are much
more evenly distributed in RE-aware space than
in the other two semantic spaces, highlighting the
importance of global textual context in relation pre-
diction. Overall, SINET uses the contextual as-
sociation between NER and RE to its maximum
advantage as it adaptively learns to interact with
useful characteristics in a bi-directional and syner-
getic manner.

6.4. Model Efficiency
As shown in Table 5, computation efficiency of
the proposed model is evaluated via computa-
tional complexity (FLOPs4 and inference time)
on both SciERC and ACE05 datasets. For the
purpose of fair comparison, we follow the offi-
cial implementations and default configurations of
SpanMulti−Head(Ji et al., 2020), Two are Better
Than One (Wang and Lu, 2020) and PFN (Yan
et al., 2021). Batch size is set to 1 for all models
when analyzing inference time.
The results indicate that the FLOPs of SINET is at
least 15% lower than SPANMulti−Head and PFN.
During the inference phase, SINET is much quicker
than SPANMulti−Head and almost 1.5× speedup
on PFN on decoding. Even though Two are Better
Than One has lower FLOPs in the ACE05 dataset,
SINET attains significant advantages on inference
time, which confirms the efficiency of SINET.

7. Conclusion
In this paper, we present a novel synergetic inter-
action network for joint relational triple extraction
model, named SINET. Instead of relying on shared
information for both NER and RE, we employ a
cross-task attention mechanism (CTAM), which
takes full advantage of contextual association pro-
duced by NER and RE respectively, to explore the
interaction between sub-tasks in a mutually rein-
forcing way. We conduct extensive experiments
on three benchmark datasets to validate the effec-
tiveness of our model. Overall results demonstrate
that our method is superior to previous baselines
in both NER and RE tasks. Auxiliary experiments
show the significance of our model in dealing with
synergetic interaction between NER and RE.

4https://github.com/Lyken17/pytorch-OpCounter
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