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Abstract
Event relation extraction (ERE) is a critical and fundamental challenge for natural language processing. Existing work
mainly focuses on directly modeling the entire document, which cannot effectively handle long-range dependencies
and information redundancy. To address these issues, we propose a clusTer-aware compression method for
improving Event Relation Extraction (TacoERE), which explores a compression-then-extraction paradigm. Specifically,
we first introduce document clustering for modeling event dependencies. It splits the document into intra- and
inter-clusters, where intra-clusters aim to enhance the relations within the same cluster, while inter-clusters attempt
to model the related events at arbitrary distances. Secondly, we utilize cluster summarization to simplify and highlight
important text content of clusters for mitigating information redundancy and event distance. We have conducted
extensive experiments on both pre-trained language models, such as RoBERTa, and large language models, such
as ChatGPT and GPT-4, on three ERE datasets, i.e., MAVEN-ERE, EventStoryLine and HiEve. Experimental results
demonstrate that TacoERE is an effective method for ERE.
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1. Introduction

Event Relation Extraction (ERE) aims to pre-
dict relations, such as causal and subevent
relations, between event mentions or trigger
words in a document (Fan et al., 2022). As
shown in Figure 1, given a document with event
mentions/trigger words, an ERE model is ex-
pected to predict relations among the three men-
tioned events, such as cyclone(e1) subevent−−−−−−→
originated(e2) precondition−−−−−−−−→ reached(e4).
ERE can not only facilitate deep understanding
of text (Wang et al., 2020), but also benefit various
downstream tasks, such as question answering
(Khashabi et al., 2018) and information retrieval
(Pang et al., 2020).

With the widespread adoption of deep neural
networks in natural language processing (NLP),
event relation extraction systems have undergone
a paradigm shift to supervised neural models that
encode the document as a clue for predicting rela-
tions (Cao et al., 2021; Xu et al., 2021; Chen et al.,
2022). However, there are still two challenges
long-range dependencies and information re-
dundancy. Specifically, long-range dependencies
indicates that events may be scattered across mul-
tiple sentences potentially far away from each other.
In such context, existing ERE methods have diffi-
culties capturing the dependencies among events.
Consider example in Figure 1, events cyclone
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(e1) and destroyed (e7), located respectively in
sentence S1 and S11, are related with a cause
relation. Information redundancy refers to the exis-
tence of information non relevant for relation pre-
diction. For example, identifying the relation be-
tween events originated (e2) and reaching
(e3) only depends on the sentences S2 and S3,
while sentences S9, S10, and S11 are non relevant
for identifying the relation.

To tackle these challenges, the major ap-
proaches currently are to select sentences (Wang
et al., 2020; Man et al., 2022) or remove sen-
tences (Xu et al., 2022). But these methods do
not completely eliminate long range dependen-
cies, or presence of irrelevant information at finer
granularities (e.g., clauses/phrases). As shown
in Figure 1, for long-range dependencies, deletes
sentences S6, S7, and S8, but the distance be-
tween sentences S1 and S11 remains consider-
able, indicating that the dependency on sentence
distance remains present. For information redun-
dancy, the sub-sentence of sentence S2, "tenth
hurricane, and fifth major hurricane of the season",
is still useless for predicting the relation between
originated (e2) and reaching (e3) from hu-
man understanding. This motivates our hypothesis
that compression via summarization might be a
better strategy than sentence filtering.

In this paper, we propose TacoERE, a clusTer-
aware compression method for improving Event
Relation Extraction, which explores a compression-
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Figure 1: An example form MAVEN-ERE. Words
in bold italics are trigger words of events. [Si]
denotes the i-th sentence index, and precon. is
the abbreviation of precondition. The solid and
dashed arrows indicate relations within and among
clusters, respectively. Different colored sentences
represent different clusters.

then-extraction paradigm to extract event relations.
Specifically, TacoERE first uses document clus-
tering to split the document into intra- and inter-
clusters1, where intra-clusters aim to enhance
the relations within the same cluster, while inter-
clusters attempt to model the related events at arbi-
trary distances. For instance, events cyclone (e1)
in sentence S1 and destroyed (e7) in sentence
S11 belong to different clusters, and combining
these two clusters can effectively reduce the event
distance and facilitate modelling event relations. In
this way, all dependencies between related events
of any distance in the document can be modelled.
Following that, cluster summarization is adopted to
generate summaries for every cluster, which can
further simplify and highlight important content. At
last, the generated summaries of intra- and inter-
clusters are utilized to predict relations.

1Document generally utilizes multiple sub-topics to or-
ganise the content (Hearst and Plaunt, 1993). As shown
in Figure 1, the three sub-topics, event background, de-
velopment process, and resulting impact, collectively
constitute the entire article. For simplified understand-
ing, we use the term “cluster” to represent sentences
within the same sub-topic.

For evaluation, we respectively validate our
ideas on both small-scale pre-trained language
models (PLMs), such as RoBERTa, and large lan-
guage models (LLMs), such as ChatGPT2 and
GPT-4 (OpenAI, 2023), and conduct extensive ex-
periments on three ERE datasets, namely, MAVEN-
ERE (Wang et al., 2022), EventStoryLine (Caselli
and Vossen, 2016) and HiEve (Glavas et al., 2014).
Experimental results demonstrate that our ap-
proach can effectively improve the performance
of event relation extraction models. Our contribu-
tions are summarized as follows:

• We propose a novel cluster-aware com-
pression method for event relation extrac-
tion, namely, TacoERE, which explores a
compression-then-extraction paradigm to ex-
tract relations.

• We utilize document clustering to split the doc-
ument into intra- and inter-clusters to allow
the modeling of dependencies without any re-
liance on event distance. We propose cluster
summarization to simplify and spotlight impor-
tant text content to mitigate the impact of infor-
mation redundancy and event distance.

• Extensive experiments have been conducted
on both PLMs, such as RoBERTa, and LLMs,
such as ChatGPT and GPT-4, on three ERE
datasets, i.e., MAVEN-ERE, EventStoryLine
and HiEve. Our TacoERE outperforms existing
methods, especially on LLMs, with improve-
ments by 11.2% and 9.1% on ChatGPT and
GPT-4 respectively.

2. TacoERE

We consider a document D = {s1, s2, ..., sn} with n
sentences, annotated with event mentions/trigger
words E = {e1, e2, ..., em}. The task of event rela-
tion extraction is to, given an annotated document
D and a pre-defined relation set R, predict rela-
tions between all event pairs {(ei, ej)} in D.

In this paper, we propose TacoERE, a novel
cluster-aware compression method for improving
event relation extraction, exploring a compression-
then-extraction paradigm to extract relations. Fig-
ure 2 shows the overview of our framework: we first
present Document Compression, including Docu-
ment Clustering (Section 2.1) and Cluster Sum-
marization (Section 2.2). Document Clustering
splits document into intra- and inter-clusters to al-
low the modeling of dependencies without consid-
ering event distance among sentences. Cluster
Summarization encourages model to simplify and
spotlight important content of clusters for mitigating

2https://chat.openai.com/chat

https://chat.openai.com/chat
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Figure 2: Model structure of TacoERE.

information redundancy and event distance. We
then describe Relation Prediction in Section 2.3,
which utilizes the content from Cluster Summariza-
tion to predict relations. Last, in Section 2.4, we
employ a reinforce algorithm that jointly optimizes
the Cluster Summarization and Relation Prediction.
Before joint training, we introduce pretraining mod-
ule for Cluster Summarization with event chains to
teach model to do better content representation.

2.1. Document Clustering

The document clustering aims to split document
into intra- and inter-clusters, where intra-clusters
aim to enhance the relations within the same clus-
ter, while inter-clusters attempt to model the related
events at arbitrary distances. Our observation is
that predicting the relations for event pairs relies on
a limited content rather than the entire document.
For example in Figure 1, just based on sentence S2
and S3, the relation between event originated
(e2) and reaching (e3) can be deduced. More-
over, sentences in document with the same cluster
are more probably to involve event relations, such
as the cluster of development process with blue
color (sentences S2-S4) in Figure 1 has three re-
lations. As a result, we split the D into K mutually
independent intra-clusters at sentence level. To ob-
tain the intra-clusters, arbitrary clustering methods,
such as traditional machine learning or deep neu-
ral networks, can be applied. In our experiments,
we directly utilize the effective and widely used K-
means algorithm (Guan et al., 2022; Rakib et al.,
2020). Specifically, we extract multiple features
to enhance the clustering, including cluster words
extracted by LDA model, trigger words, tf-idf, and
sentence representation encoded by RoBERTa.

J =
k∑

i=1

∑
j=1

pij ||vj − ui||2 (1)

where J is objective, vj is the feature of sentence
sj , ui is center of i-th cluster, and pij is indicator.

Beyond individual intra-cluster, among different
intra-clusters also occur with event relations which
can be seen in Figure 1, relation between event
cyclone (e1) in background and destroyed (e7)
in impact. Thus, we fuse any two intra-clusters
as inter-clusters. The order of sentences in intra-
and inter-clusters will follow their original order in
D. And the intra- and inter-clusters can involve all
possible relations in D.

2.2. Cluster Summarization

The cluster summarization aims to simplify and
highlight important text content of clusters for miti-
gating information redundancy and event distance.
Intra- and inter-clusters directly group the sen-
tences with related sub-topics. It will inevitably
contain redundant information and ignore coher-
ence, which may hinder the performance (Gao
et al., 2021). Text summarization as a technique
can effectively simplify and spotlight important
text content, which would solve this problem to
some extent. To this end, we further utilize a
summarization model to generate summaries Ca

and Cr for intra- and inter-clusters respectively,
where {Ca, Cr} ∈ C. In this paper, we utilize a
transformer-based (Vaswani et al., 2017) encoder-
decoder framework for summarization. In particu-
lar, a pretrained language model as the encoder to
learn the contextual representation of input, and a
transformer-based decoder is utilized to generate
its summary word-by-word.

2.3. Relation Prediction

The relation prediction aims to construct the event
relation prediction process by giving the text con-
tent from cluster summarization. We first need
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to obtain the contextual representation of each to-
ken in the document D, Ca, and Cr respectively.
Take D as an example, we leverage pre-trained
language model RoBERTa (Liu et al., 2019) as the
encoder. Since event mention/trigger words per-
haps contain multiple words, i.e., take place, and
individual word in document may be split into sub-
words by wordpiece, i.e., word “summarization” will
be split into three sub-words “sum”, “mar ”, and “iza-
tion”, we adopt LogSumExp pooling method (Zhou
et al., 2021) over all its mentions (sub-words) em-
beddings in the last encoding layer as the event
representation. Then, we can obtain the overall
representation of event pairs in D. For cluster sum-
maries Ca and Cr, we extract the events which
appear in original document D.

Event pairs of Ca and Cr all appear in D, which
means one event pair may occur multiple times.
Different from existing work (Adhikari et al., 2019a;
Beltagy et al., 2020) which aggregate all identical
event representations to get the final event pair rep-
resentations, for the same event pair, we select the
most relevant one, and the detailed selection pro-
cess is as follows: (1) for the same event pair, the
priority of event pair in Cr is higher than Ca; (2) for
the event pair which not in Ca and Cr, we directly
use the representation in D. Finally, a two layers
feed-forward network with softmax is adopted to
learn the classes probability based on the event
pair representations. For training objective of rela-
tion prediction Lrp, we use cross-entropy function
as follows:

Lrp = −
∑
i̸=j

∑
R

{rij logPij + (1− rij)log(1− Pij)}

(2)
where Pij is the probabilities between events ei
and ej , and rij ∈ R.

2.4. Training Phase

The Training Phase describes both Joint Training
and Pretraining for Cluster Summarization, where
Joint Training aims to jointly optimize the cluster
summarization and relation prediction, while Pre-
training for Cluster Summarization aims to teach
model to do better content representation.
Joint Training As the performance cannot be
directly back-propagated to the cluster summa-
rization process, we employ a reinforce algorithm
(Williams, 1992) that treats the event relation pre-
diction performance as reward function for the clus-
ter summaries to train cluster summarization pro-
cess. Besides, we also consider another event
chains information from clusters and its summaries
to enrich the overall reward function R(C).

Performance-based Reward Rper(C) aims to
use the performance as the direct training signal.
We calculate the reward Rper(C) based on the per-

formance for all document event pairs. In particular,
for each event pair (ei, ej), Rper(C) = 1 if relation
prediction model calculates the true relations be-
tween ei and ej , and 0 otherwise.

Summary-based Reward Rec(C) aims to en-
courage the correlation between the clusters and
its summaries to train cluster summarization. The
motivation of Rec(C) is that summary expresses
important information about the text and they
are consistent at the semantic level (Guan et al.,
2021b). In Section 2.1, we split document into
intra- and inter-clusters. Intra-clusters are inde-
pendent of each other and cover the content of
the entire document. Thus, we only adopt the
intra-clusters and its summaries to calculate the
reward Rec(C). Similar to existing work Pasunuru
and Bansal (2018); Paulus et al. (2018), we utilize
the popularly known automatic evaluation metric
for summarization, ROUGE (Lin, 2004), as reward
function. However, this metric mainly focuses on
phrase matching/n-gram overlap while assuming
equal contributions from each word. Addressing
these issues, we introduce salient function to give
higher weight to the trigger words.

P =

∑
k(LCS∪(C

a
k , T

a
k ) +

∑
l η(wkl))

|D|
(3)

R =

∑
k(LCS∪(C

a
k , T

a
k ) +

∑
l η(wkl))∑

k |Ca
k |

(4)

Rec(C) =
(1 + σ2)RP

R+ σ2P
(5)

where Ca
k is the summary of k-th intra-cluster

T a
k , LCS∪(·) is the union longest common sub-

sequence, σ is defined in Lin (2004), and η(·) is
function to measure whether wkl is a trigger word.

After obtaining reward Rper(C) and Rec(C),
the overall reward can be calculated as R(C) =
αRper(C) + βRec(C), where α and β are trade-off
parameters. Following existing work (Man et al.,
2022), we minimize the negative expected reward
R(C) over the possible choices of summaries:

Lsum = −EC′∼P (C′|ei,ej ,D)[R(C ′)] (6)

Then, the gradient can be further formalised by
utilizing the one roll-out sample method.

∇Lsum = −(R(C)− θ)∇logP (C|ei, ej , D) (7)

where θ is used to reduce variance.
Pretraining for Cluster Summarization This
module aims to teach model to do better content
representation for cluster summarization process
with event chains before joint training phase. As
presented in Section 2.2, we utilize summarization
model to compress the different clusters for predict-
ing the event relations. However, abstractive sum-
marization method always generates new words.
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How to ensure generated summaries contain the
events in the original document is a key problem.
Inspired by (Narayan et al., 2021, 2022), we utilize
the event chains which order the events in the sum-
mary as an intermediate summary representation
to better guide the summarization generation. In
particular, we concatenate the event chain with the
corresponding summary as a unified sequence,
such as “[EVENTCHAIN] originated | organized
| reaching | reached | ... [SUMMARY] paul origi-
nated from a trough of low pressure ...”. During the
decoder phase, the model must generate both the
event chain followed by the summary. The model
structure is similar to the summarization model in
Section 2.2, and we select the existing abstractive
summarization datasets, such as CNN/DailyMail,
for the pretraining.

3. Experiments

In this section, we first introduce experiment setup
(Section 3.1), and then report the results and anal-
ysis (Section 3.2 - 3.5). Furthermore, we also
conduct experiments on LLMs in Section 3.6.

3.1. Experiment Setup

Datasets We conduct experiments on three
datasets: MAVEN-ERE (Wang et al., 2022),
EventStoryLine (Caselli and Vossen, 2016) and
HiEve (Glavas et al., 2014). MAVEN-ERE is a
unified large-scale human-annotated ERE dataset,
which contains 4,480 documents, 112,276 events,
57,992 causal relations, and 15,841 subevent re-
lations in total. We split the data into train, dev,
and test sets in 2,913, 710, and 857 documents
as in Wang et al. (2022). EventStoryLine (i.e., ver-
sion 0.9) contains 258 documents, 22 topics, 5,334
events, and 5,655 causal relations. Following exist-
ing works (Gao et al., 2019; Tran Phu and Nguyen,
2021), we use the last two topics as development
set, and the other 20 topics are verified with a 5-fold
cross-validation. For HiEve, the dataset contains
100 documents, 3,185 events, and 3,648 subevent
relations. Similar to Zhou et al. (2020); Wang et al.
(2020), we split the 100 documents into 60 training,
20 validation, and 20 testing.
Evaluation Details We adopt similar settings
to Wang et al. (2022), which are closer to real situa-
tions, yet more challenging, from three aspects: (1)
we consider the relation directions for relation pre-
diction. In addition, causal/subevent relations may
be defined in several sub-relations. For example,
the causal relation in MAVEN-ERE has two sub-
relations “CAUSE” and “PRECONDITION”; (2) we
report the overall score rather than the individual
sub-relation score; (3) we do not down-sample the
negative instances.

Methods P R F1

MAVEN-ERE

BERT 31.6 28.2 29.9
RoBERTa 33.8 29.5 31.5
Hierarchical 31.8 29.2 30.6
SIEF 33.6 30.8 32.3

TacoERE (PLMs) 34.8 32.4 34.1

EventStoryLine

BERT 30.3 9.4 12.8
RoBERTa 31.1 10.7 14.4
Hierarchical 30.1 10.2 13.1
SIEF 32.4 11.3 14.8
SCS-EERE 32.7 10.9 15.1

TacoERE (PLMs) 32.9 12.3 16.4

Table 1: Model performance of causal relation on
MAVEN-ERE and EventStoryLine.

Following the existing works (Gao et al., 2019;
Zhou et al., 2020; Tran Phu and Nguyen, 2021),
we use standard Precision (P), Recall (R), and
F1-score (F1) as the metrics.
Training Details For cluster summarization, we
utilize BERT as the document encoder, and a
transformer-based framework as the decoder with
2 layers and 8 attention heads. For document
clustering, the value K of intra-cluster is a hyper
parameter and we set K = 3 with the best per-
formance for the experiment. For relation predic-
tion, we adopt RoBERTa as the document encoder.
The implementation of BERT and RoBERTa are
based on the pytorch version from HuggingFace
Transformers library 3. We adopt adam optimizer
with learning rate of 5e-4. The trade-off parame-
ters of α and β are set to 1.0 and 0.1 respectively.
Each training and testing process is running on two
NVIDIA GeForce RTX 3090 GPU.

For LLMs implementation, we use the model
API provided by OpenAI, where “gpt-4”, “gpt-3.5-
turbo”, and “text-davinci-003” refer to models GPT-
4, ChatGPT, and Text-Davinci-003 respectively.
Baselines The following models, including small-
scale PLMs and LLMs, have been compared in our
experiments.

For small-scale PLMs, we first select BERT (De-
vlin et al., 2019) and RoBERTa (Liu et al., 2019). In
addition, we also experiment with three strong and
relevant models: (1) Hierarchical (Adhikari et al.,
2019b) which uses a pretrained model to encode
different chunks of the document, and sets an addi-
tional BILSTM model to aggregate representations;
(2) SIEF (Xu et al., 2022) which proposes to ran-
domly remove the useless sentences for prediction;

3https://github.com/huggingface

https://github.com/huggingface
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Methods P R F1

MAVEN-ERE

BERT 27.5 24.7 26.8
RoBERTa 29.8 25.6 27.5
Hierarchical 28.4 25.4 27.1
SIEF 30.2 26.4 28.7

TacoERE (PLMs) 31.8 28.9 30.6

HiEve

BERT 19.8 15.2 16.3
RoBERTa 20.2 16.1 17.8
Hierarchical 21.4 17.3 16.7
SIEF 21.8 17.4 18.6
SCS-EERE 20.6 19.7 19.2

TacoERE (PLMs) 22.6 19.5 20.8

Table 2: Model performance of subevent relation
on MAVEN-ERE and HiEve.

(3) SCS-EERE (Man et al., 2022) which selects a
sentence set for each event pair for prediction.

The evaluated LLMs include: (1) GPT-4 which
is an advanced and improved iteration of the GPT
series, demonstrating human-level performance
and significant enhancements in various aspects;
(2) ChatGPT which is an advanced conversational
AI model, is able to provide contextually relevant
and coherent responses aligned with human ex-
pectation; (3) Text-Davinci-003 which is a variant
of GPT-3.5 series, offering improved performance
over GPT-3 through further instruction tuning.

3.2. Overall Results

We report the results of causal relation on MAVEN-
ERE and EventStoryLine, respectively. Subevent
relation performance is evaluated on MAVEN-ERE
and HiEve, respectively.

Performance of causal relation The results
are shown in Table 1, TacoERE (PLMs) means the
implementation of our compression-then-extraction
method with PLMs. Experimental results demon-
strate that TacoERE (PLMs) outperforms all the
baselines on both MAVEN-ERE and EventStory-
Line datasets. We also have the following four
observations: (1) compared with pretrained model
BERT, TacoERE (PLMs) achieves 4.2% improve-
ments of F1-score on MAVEN-ERE, and 3.6% on
EventStoryLine data; (2) compared with Hierarchi-
cal, which models different chunks of document,
TacoERE (PLMs) achieves improved performance.
This validates the effectiveness of cluster summa-
rization, which can further mitigate information re-
dundancy and event distance; (3) compared with
SIEF, we note that TacoERE (PLMs) achieves bet-
ter performance, even though SIEF is designed
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Figure 3: Model performance on different distance
between related events (measured in #words).

for modeling the important content by removing
sentences from the original document. This indi-
cates that our method equipped with compression-
then-extraction can effectively alleviate the problem
of long-range dependencies; (4) SCS-EERE per-
forms better than Hierarchical and SIEF. It adopts
a straightforward idea that selects a set of sen-
tences for each event pair. However, this might
cost too much computation time when applied to
large-scale datasets, and we directly predict all
event relations in a document at one time.

Performance of subevent relation Table 2
presents the detailed results on MAVEN-ERE and
HiEve, and our method again achieves better per-
formance than all the baselines. Our method im-
proves upon the pretrained model BERT by 3.8%
and 4.5% in terms of F1-score on both datasets,
respectively. In all, such performance on Ta-
ble 1 and 2 clearly demonstrates the benefits of
compression-then-extraction on event relation ex-
traction.

3.3. Impact on Event Distance

To better understand the contributions of our
method on long-range dependencies, we show
the performance under different word distances
between related events in Figure 3.

Compared with existing methods, our method
achieves a certain improvement in dealing with
long-range dependencies. We can also find: (1)
as the word distance continuously increases, the
improvement of our method over the baselines
shows an overall monotonic upward trend; (2) the
overall F1-score on event pairs with long distance
is much lower than that of short ones, indicating
the challenge of long-range dependency; (3) par-
ticularly, compared with the two baselines which
directly models the entire document (RoBERTa), or
compresses the document by removing irrelevant
sentences (SIEF), our method obtain a larger im-
provement, especially when the word distance of
related events is greater than or equal to 4, which
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Methods EP P R F1

OneSum 27.3 32.3 30.4 31.8
AvgSum 50.4 33.7 31.4 32.5
TacoERE (PLMs) 78.1 34.8 32.4 34.1

Table 3: Model performance on different document
compression strategies. EP is the ratio of events
which has relations in summaries to document.

can further indicate that our TacoERE (PLMs) can
better handle the long-range dependencies.

3.4. Document Compression Evaluation

In this section, we try different strategies to ob-
tain the cluster and evaluate the performance to
verify the effectiveness of our document compres-
sion. We consider the following two strategies: (1)
“OneSum” means only generating one summary
for each document; (2) “AvgSum” refers to splitting
document evenly into chunks based on sentence,
and then generating summary for each chunk.

The results are shown in Table 3, and we have
the following three observations: (1) compared with
the other two methods, i.e., OneSum and AvgSum,
our proposed TacoERE (PLMs) achieves the best
performance; (2) AvgSum obtains second-best re-
sults. However, the chunks are independent to
each other in their setting, which means they ignore
the relation information among chunks. This may
prevent it from achieving better performance; (3)
for the metric EP, OneSum only preserves 27.3%
events of the document, which is due to the fact
that summary mainly focuses on the important con-
tent of the document and the length is relatively
short compared to the input document. As a whole,
model performance gradually gets better as more
events are preserved.

3.5. Ablation Study

In addition to the document compression strat-
egy, we also conduct experiments to ablate intra-
clusters (w/o intra-clusters), inter-clusters (w/o
inter-clusters) and cluster summarization (w/o sum-
marization) to understand their contributions. The
results are shown in Table 4. We can observe
that: (1) compared the results of w/o (without) intra-
clusters with w/o inter-clusters, we can find that the
overall model works better. The use of intra- and
inter-clusters helps the model to better understand
the event relations both within and among the sen-
tences; (2) the performance of TacoERE drops on
the three variations, which proves that both varia-
tions have contributed to the overall performance;
(3) removing w/o intra-clusters causes a sharp per-
formance drop compared to w/o inter-clusters.

Methods MAVEN-ERE

P R F1

TacoERE (PLMs) 34.8 32.4 34.1
w/o intra-clusters 32.4 30.9 32.3
w/o inter-clusters 32.7 31.2 32.8
w/o summarization 31.8 31.3 31.9

Table 4: Ablation study.

3.6. Evaluation on LLMs

The aforementioned series of experiments has
highlighted the efficacy of our TacoERE, based on
PLMs, in enhancing ERE performance. To further
validate its effectiveness and robustness, we con-
duct extensive experiments on LLMs. Illustrated in
Figure 2, our framework primarily comprises three
key components: Document Clustering, Cluster
Summarization, and Relation Prediction. We intro-
duce TacoERE (LLMs), which directly leverages
LLMs to implement these three components. To
thoroughly validate our approach, we configure the
task to enable relation prediction between event
pairs individually. For testing, we randomly sample
50 documents from MAVEN-ERE, resulting in 646
causal relations. We compare TacoERE (LLMs)
with three variants: (1) Document, which involves
utilizing the entire document to predict relations;
(2) Sentence Pair, which entails using sentences
containing the event pairs to predict relations; (3)
Document Clustering, which involves using sen-
tences within a cluster to predict relations.

The results are shown in Table 5, we notice
that our TacoERE (LLMs) achieves the best perfor-
mance across all three models, with improvements
of 11.2% and 9.1% on ChatGPT and GPT-4, re-
spectively. We also have the following four observa-
tions: (1) from model perspective, GTP-4 achieves
the highest F1 score of 41.9%, followed by Chat-
GPT; (2) compared with Document, Sentence Pair
obtains better results, indicating that predicting re-
lation between events does not depend on the
whole document; (3) compared with Document
and Sentence Pair, Document Clustering achieves
improved results, indicating that our method can
reduce redundant information while retaining use-
ful information for relation prediction; (4) compared
with Document Clustering, our TacoERE (LLMs)
achieves the best performance, suggesting that re-
ducing redundant information and shortening event
distance can further facilitate the improvement of
performance.

3.7. Case Study

We display a case in Figure 4 to quantitatively ana-
lyze the model prediction by our TacoERE (LLMs)
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Methods Text-Davinci-003 ChatGPT GPT-4
P R F1 P R F1 P R F1

Document 13.8 6.2 8.5 21.7 32.2 25.9 27.1 41.5 32.8
Sentence Pair 21.9 7.1 10.7 24.3 31.2 27.3 33.4 38.6 35.7

Document Clustering 17.3 8.1 10.9 24.6 32.9 28.2 31.9 47.1 38.1
TacoERE (LLMs) 30.2 8.9 13.8 31.3 45.6 37.1 38.9 45.5 41.9

Table 5: Model performance of causal relation on different LLMs. Experiments are under 2-shot setting.

Figure 4: Case analysis of relation prediction.

and different comparison modules, such as Doc-
ument, Sentence Pair, and Document Clustering.
TacoERE (LLMs) means we use the content from
Cluster Summarization to predict relations. We can
see, for each event pair, the prediction does not
rely on the whole document. Some dependency
information may be ignored by using Document
Clustering for prediction. Our proposed TacoERE
(LLMs) with compression-then-extraction is an ef-
fective means to enhance event relation extraction.

4. Related Work

4.1. Event Relation Extraction

Event Relation Extraction is a challenging task in
natural language processing, especially for events
that are scattered in different sentences (Gao et al.,

2019; Chen et al., 2022). Recently, deep learn-
ing based methods are becoming the mainstream
(Cao et al., 2021; Xu et al., 2021), and extensive
explorations have been made, such as joint reason-
ing methods which extract multiple relations simul-
taneously (Ning et al., 2018; Han et al., 2019), and
graph-based methods which use event mentions
as nodes and model document as graph (Tran Phu
and Nguyen, 2021; Fan et al., 2022; Guo et al.,
2023). However, these works use document as
input, which cannot well handle the long-range de-
pendency problem. In contrast, we improve event
relation extraction by processing document in ad-
vance with cluster-aware compression.

Currently, a series of LLMs have been developed,
such as GPT series, LaMDA (Thoppilan et al.,
2022), and PaLM (Chowdhery et al., 2022), and
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have achieved remarkable performance in various
fields. Among them, GPT series, i.e., GPT-4 and
ChatGPT, is undoubtedly the most popular work.
Thus, to verify the effectiveness of our method, we
conduct extensive experiments on them.

4.2. Controlled Text Summarization

With the development of deep learning and the in-
creasing demand for generation quality, increasing
studies are focusing on controlled text summariza-
tion (Dou et al., 2021; Guan et al., 2021a), such as
designing copy mechanism to directly copy impor-
tant word from input (See et al., 2017), extracting
actual fact triples for modeling (Cao et al., 2017),
extracting templates from the training data to guide
the summarization generation (Wang et al., 2019).
However, these methods typically design an addi-
tional module or using existing third-party content
selectors. On the contrary, our method adopts the
events in document as intermediate representation
to better guide the summary generation.

5. Conclusion

In this paper, we propose a novel cluster-aware
compression method for event relation extraction,
namely, TacoERE, which explores a compression-
then-extraction paradigm to extract event relations.
TacoERE first splits document into intra- and inter-
clusters to allow the modeling of dependencies
without considering event distance among sen-
tences. Then, cluster summarization is adopted
to simplify and highlight the important text of clus-
ters for further mitigating information redundancy
and event distance. Extensive experiments have
been conducted on both small-scale PLMs such as
RoBERTa, and LLMs such as ChatGPT and GPT-
4. Experimental results demonstrate that our pro-
posed TacoERE with compression-then-extraction
is an effective method for augmenting event rela-
tion extraction.
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