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Abstract
In recent years, there has been a significant increase in interest in developing Spoken Language Understanding
(SLU) systems. SLU involves extracting a list of semantic information from the speech signal. A major issue for SLU
systems is the lack of sufficient amount of bi-modal (audio and textual semantic annotation) training data. Existing
SLU resources are mainly available in high-resource languages such as English, Mandarin and French. However,
one of the current challenges concerning low-resourced languages is data collection and annotation. In this work, we
present a new freely available corpus, named TARIC-SLU, composed of railway transport conversations in Tunisian
dialect that is continuously annotated in dialogue acts and slots. We describe the semantic model of the dataset,
the data and experiments conducted to build ASR-based and SLU-based baseline models. To facilitate its use, a
complete recipe, including data preparation, training and evaluation scripts, has been built and will be integrated into
SpeechBrain, a popular open-source conversational AI toolkit based on PyTorch.
Keywords:Tunisian Dialect, TARIC, Spoken Language Understanding, low-resource languages, dataset

1. Introduction

In recent years, the field of natural language
processing has experienced significant advance-
ments in developing datasets and models to en-
hance spoken language understanding (SLU) sys-
tems (Bastianelli et al., 2020; Lugosch et al., 2021;
Tomasello et al., 2023). However, many of these
resources predominantly concentrate on widely
spoken languages, resulting in an insufficient fo-
cus on dialectal and minority languages. Within
the context of the Tunisian dialect, a language
replete with intricate linguistic nuances, limited
resources have hindered the progress of voice-
based applications and services for the Tunisian
population. This paper introduces an innovative
and exhaustive dataset of spoken Tunisian dialect,
meticulously annotated with semantic information,
to address this crucial gap and promote advance-
ments in SLU technology for Tunisian Arabic.
In the context of a conventional dialogue sys-

tem, information is typically represented through
a semantic frame structure (Tur and Mori, 2011).
For each utterance, constructing the semantic
representation primarily involves (i) classifying
the user’s utterance in terms of ’speech acts’
(SA) (Searle, 1969) or ’intents’ and (ii) slot fill-
ing (Wang et al., 2005). Slot filling is a natural lan-
guage processing and information extraction tech-

nique that entails the identification and extraction
of specific pieces of information or attributes, re-
ferred to as ’slots,’ from unstructured text or spo-
ken language. These slots are typically associated
with predefined categories or entities and find com-
mon usage in various NLP applications, including
chatbots, virtual assistants, question-answering
systems, and information retrieval. The process
of annotating data for training and evaluating sys-
tems or models designed to tackle these tasks is
often arduous and time-consuming.
This paper introduces the TARIC-SLU dataset,

marking a significant milestone as the first pub-
licly accessible dataset tailored for the field of
Tunisian Spoken Language Understanding (SLU).
The TARIC-SLU dataset is a comprehensive com-
pilation encompassing six hours of agent-client in-
teractions, meticulously annotated with dual-tiered
semantic content, focusing on dialogue acts and
underlying concepts.
The primary contributions of this paper can be

succinctly summarized as follows:

• The release of the TARIC-SLU corpus1, rep-
resenting the very first resource of its kind de-
signed for SLUwithin the Tunisian dialect, and
its availability for the broader research com-
munity.

1https://github.com/elyadata/TARIC-SLU

https://github.com/elyadata/TARIC-SLU
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• A comprehensive exposition of the seman-
tic representations and annotation method-
ologies employed in the construction of the
TARIC-SLU corpus.

• The release of an open-source SpeechBrain
recipe 2, following the framework proposed by
(Ravanelli et al., 2021), specifically tailored for
the training and evaluation of an end-to-end
neural model, purpose-built for the semantic
tasks inherent to the TARIC-SLU dataset.

• Additionally, this paper provides baseline
results for Automatic Speech Recognition
(ASR), Natural Language Understanding
(NLU), and Spoken Language Understanding
(SLU) tasks, all derived from the TARIC-SLU
corpus.

The subsequent sections of this paper are orga-
nized as follows. Section 2 presents an in-depth
examination of the prior works and relevant liter-
ature in the field. In Section 3, we delve into the
specific characteristics and idiosyncrasies associ-
ated with the Tunisian dialect, highlighting its dis-
tinctive attributes. Section 4 expounds on the data
collection procedures and the intricacies involved
in the annotation process for the TARIC-SLU cor-
pus. Section 5 presents the baseline results.

2. Related works

The importance of spoken language understand-
ing (SLU) tasks has grown steadily with the in-
crease in the number of virtual assistant users.
The majority of SLU systems are predominantly
developed for the English language, leading to
a high quality of SLU services in this language.
The availability of English SLU systems has been
driven, among other factors, by the availability
of annotated resources such as ATIS (Hemphill
et al., 1990), SNIPS (Coucke et al., 2018), Spoken
SQuAD (Li et al., 2018), MultiWOZ (Budzianowski
et al., 2018), the Fluent Speech Command (FSC)
corpus (Lugosch et al., 2019), SLURP (Bastianelli
et al., 2020), Timers and such (Lugosch et al.,
2021), STOP (Tomasello et al., 2023), etc.
In contrast to English, SLU systems in other lan-

guages lag behind in performance, especially for
low-resourced languages.
Recently, there has been a considerable amount

of work and effort to collect resources and develop
systems for low-resourced languages. The re-
search community’s interest in this area is evident
through the Low Resource Spoken Language Un-
derstanding special sessions held in the last two
editions of the Interspeech conference.

2https://github.com/speechbrain/
speechbrain/tree/develop/recipes/TARIC

Notably, the number of freely accessible Arabic
datasets for SLU is very limited in number, size,
availability and dialects coverage.
Table 1 offers an overview on the existing

datasets in Arabic languages, including Modern
Standard Arabic (MSA), Algerian dialect (ALG),
Egyptian dialect (EGY), and Tunisian dialect
(TUN). Unfortunately, most of these datasets are
not publicly accessible to the research commu-
nity. For the Tunisian dialect, an attempt to cre-
ate an SLU dataset is discussed in (Graja et al.,
2013), but this dataset remains non-public. Ta-
ble 1 also presents two Spanish (SPA) datasets,
DIHANA (Alcácer et al., 2005; Benedı et al., 2006)
and Basurde (Trias-Sanz and Marino, 2002), both
related to train ticket reservation dialogues, simi-
lar to the TARIC-SLU dataset. To the best of our
knowledge, these are the only other accessible
datasets in the domain of train ticket reservation.
The TARIC-SLU dataset is annotated to cover

two essential SLU tasks: (1) slot filling detection
and (2) Speech Act classification. From a tech-
nical perspective, there are two main approaches
for addressing the slot filling detection task in the
context of speech: (1) the pipeline approach and
(2) the end-to-end approach. In the pipeline ap-
proach, the initial module is an automatic speech
recognition system (ASR) responsible for convert-
ing the input speech signals into transcriptions.
Subsequently, a second module, the natural lan-
guage understanding module (NLU), generates
a list of semantic concept hypotheses from the
transcribed user’s utterrance (Béchet et al., 2004;
Ghannay et al., 2021; Mdhaffar et al., 2022b).
Recent advancements in the design of dialogue

systems increasingly favor replacing the traditional
architecture with end-to-end architectures that rely
on deep neural networks. In these architectures,
semantic concepts are directly generated from the
user’s speech signal. These end-to-end deep
learning approaches have demonstrated strong
performance by benefiting from the joint optimiza-
tion of speech transcription and semantic tagging,
and from the limitation of error propagation be-
tween the automatic speech recognition (ASR)
and natural language understanding (NLU) mod-
ules (Haghani et al., 2018; Ghannay et al., 2018;
Dinarelli et al., 2020; Tomashenko et al., 2020).
For speech act classification, the task can be

considered as an utterance classification problem.
The classifier is built by extracting low level acous-
tic speech parameters and applying a machine
learning algorithm (Deb et al., 2023; Adiani et al.,
2023). Given the inherent connection between
the speech classification task and the slot filling
task, recent works in the literature jointly imple-
ment these two tasks within a single model (Arora
et al., 2023; Zhang andWang, 2016; Liu and Lane,

https://github.com/speechbrain/speechbrain/tree/develop/recipes/TARIC
https://github.com/speechbrain/speechbrain/tree/develop/recipes/TARIC
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2016).
Regardless of the SLU task, effectively using

the described techniques requires annotated au-
dio data which are domain and language depen-
dent. This data is hardly available and collecting
new datasets is expensive and time consuming.
This constraint limits the development of such sys-
tems across multiple languages and tasks.

3. The Tunisian dialect

3.1. Generalities about the Tunisian Dialect

More than 400 million people use Arabic language
in 25 countries where Arabic is the official lan-
guage3. Arabic is classified into three categories
(Guellil et al., 2021):

• Classical Arabic (CA), refers to the form of the
Arabic language in which the literary texts and
Quran and the holy book of Islam are written.

• Modern Standard Arabic (MSA) serves as the
standardized formal language used for written
formal communication and education.

• Dialectal Arabic (DA) is used in daily spo-
ken communication, informal exchanges, etc.
DA mostly divided into six main groups: (1)
Egyptian, (2) Levantine, (3) Gulf, (4) Iraqi, (5)
Maghrebi and (6) Others containing the re-
maining dialect (Zaidan and Callison-Burch,
2014). These dialects can vary significantly in
terms of pronunciation, vocabulary, and gram-
mar. They often reflect the historical and cul-
tural diversity of the Arab world.

Tunisian Dialect (TUN), known as “Tounsi” or
“Derja”, is a part of the Maghrebi dialects. It is the
primary spoken language in Tunisia and is used ex-
tensively in variousmedia platforms, including tele-
vision, social networks and radio. Tunisian dialect
Arabic lexicon contains words from Tamazight,
French, Turkish, Italian and other languages.

3.2. Specificities of the Tunisian dialect

Tunisian dialect’s specificities present challenges
and opportunities for natural language processing
systems. Here are some considerations when
dealing with the Tunisian dialect in speech pro-
cessing:

(1) Lack of Orthography Standardization Un-
like MSA, which has a standardized form for writ-
ing and media, Tunisian Arabic lacks such stan-
dardization.

3https://worldpopulationreview.
com/country-rankings/
arabic-speaking-countries

(2) Intra-sentential code-switching which in-
cludes code mixing within a phrase, a clause or
a sentence boundary. Tunisian native speakers
use Tunisian as well as French and English in
a single conversation. For instance, “première
classe بْلاَيِصْ زُوزْ ” (two places first class) is com-
posed from the Arabic expression ” بْلاَيِصْ زُوزْ ” (two
places in English) and the French expression ”pre-
mière classe” (first class in English).

(3) Intra-word code-switching which is the
code mixing within a single word. For instance,
Tunisian native speakers frequently mix elements
(e.g., a root and an affix/suffix) from different lan-
guages within a single word. An example from
TARIC-SLU dataset is the word “رَازَارْفِيلِي”. This
word comprises a root from the French word
“réserver” (to book in English) and the Tunisian di-
alect possessive determiner suffix.

(4) Derivatives of the Tunisian dialect: The
Tunisian dialect, like many Arabic dialects, has
several derivatives or regional variations that differ
in vocabulary, pronunciation, and some grammat-
ical aspects (Gibson, 1999).

(5) Non-conventional syntactic structures
Speech does not follow, in certain cases, well-
formed, canonical syntactic structures. For
instance there is no clear agreement of TUN
syntactic phenomena such as clause structure,
word order or subject-verb agreement.

(6) Grammatical gender reversals In the con-
text of TUN, there are instances where the gender
of foreign or code-switched words is reversed.
For example, the French word ’ticket’ which is
masculine in its original language, becomes
feminine when used in TUN.

In summary, the specificities of the Tunisian di-
alect present several challenges for natural lan-
guage processing systems, particularly in the ar-
eas of text and speech processing, language un-
derstanding, and translation. Overcoming these
challenges requires the development of dialect-
specific models, resources, and tools, as well as
extensive data collection and adaptation efforts.

4. TARIC-SLU

Our dataset for SLU is sourced from the TARIC
dataset (Masmoudi et al., 2014). TARIC dataset
was dedicated to training and evaluating Tunisian
Dialect Automatic Speech Recognition in the con-
text of human-to-human dialogues for train reser-
vation task. In this section, we describe the orig-

https://worldpopulationreview.com/country-rankings/arabic-speaking-countries
https://worldpopulationreview.com/country-rankings/arabic-speaking-countries
https://worldpopulationreview.com/country-rankings/arabic-speaking-countries
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Dataset Domain #Utt #Spk #Duration Avail. Lang task recipe
SA C/V

(Lhioui et al., 2013) Multi 140 10 n/a MSA C
(Lichouri et al., 2022) Univ 508 4 24min MSA
(Lichouri et al., 2023) voice 1000 10 n/a ALG
(Elmadany et al., 2015) Multi 4727 n/a 2h EGY
(Dbabis et al., 2012) News 4727 n/a 2h MSA
TuDiCoI Train 6533 n/a n/a TUN
TARIC-SLU Train 17816 n/a 8h TUN
DIHANA Train 6278 225 5.5h SPA
Basurde Train 565 n/a n/a SPA

Table 1: Overview of existing SLU datasets. “Utt” denotes utterance. “Spk” denotes speaker. “Avail”
denotes if the dataset is available for the research community. “Lang” denotes language. “SA” denotes
Speech Act. C/V denotes Concepts and Values.

inal TARIC dataset, we present our semantic la-
belling definitions, and we detail the undertaken
annotation process.

4.1. TARIC dataset

The acquisition of the TARIC dataset was car-
ried out in some train stations in Tunisia. During
TARIC corpus analysis, a large part of its record-
ings were unusable because of the poor acoustic
conditions. To remedy this, these dialogues were
manually transcribed and acted by native speak-
ers. The clean subset of TARIC was kept to al-
low for the testing using real acoustic conditions.
Overall, TARIC dataset comprises 4,000 oral di-
alogue recordings from 108 speakers along with
their manual transcriptions. Transcribing and an-
notating TARIC are based on the annotation con-
ventions of CODA4 (Conventional Orthography for
Dialectal Arabic) (Habash et al., 2012). The audio
files of the TARIC dataset are supposed to be avail-
able for online download, which is not the case at
the moment. The present work was undertaken
with the desire, among other things, to distribute
this dataset to advance future research in Tunisian
Dialect processing and enable a fair comparison
across papers and systems. Compared to its initial
version, the newly distributed dataset will include :

(1) Dialogue separation: the new distribution of
the data will include the information about the be-
ginning and the end of each dialogue (which is not
the case in the ASR TARIC dataset).

(2) Better Train-Dev-Test split: unlike the initial
splitting, we propose a new partitioning that take
into consideration the significant portion of acted
dialogues. The proposed split pays attention as

4CODA is designed to develop computational mod-
els of Arabic dialects. First, it is defined for Egyptian
Arabic and then extended to other Arabic dialects.

well to speakers distribution between training, dev
and test sets.

(3) Semantic labelling : TARIC dataset will be
augmented with a semantic annotation. As de-
tailed below, semantic annotation includes la-
belling with speech acts and slots/values.

4.2. Semantic labelling

The semantic annotation of a corpus requires the
definition of a semantic representation adapted to
the application domain. The semantic representa-
tion is dependent on the targeted task of the soft-
ware application.
We annotated the TARIC-SLU dataset with two

levels of labels: (1) speech act and (2) slot-value
labels.

Speech act TARIC-SLU has been meticulously
annotated with three distinct speech acts, signify-
ing a comprehensive understanding of the main
communicative intentions within the text.

1. Directive query is used when a user asks
for information or makes a request. Common
examples include asking questions, giving or-
ders, and offering advice.

2. Directive answer is the speech act where the
speaker responds to a query or request for in-
formation by providing a specific answer or so-
lution.

3. Politeness represents greetings at the begin-
ning or during the conversation. It also in-
cludes apologizing, congratulating, thanking,
commiserating, and expressing gratitude or
good wishes.

Slots labels The slot label annotation scheme
aligns with common principles employed in other
annotated speech corpora, that encompasses
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Figure 1: Slots labels used to annotate the TARIC-SLU dataset

finer task-specific details (Bonneau-Maynard et al.,
2006).
The semantic representation employs a slot-

value structure. A semantic segment is repre-
sented by a pair which contains the name of the
slot and a sequence of words considered as the
value to be assigned to the slot. The slot name
represents the meaning of the sequence of words.
The proposed annotation scheme considers 60
slots listed in Figure 1.

4.3. Annotation process

The annotation guidelines were developed
through an iterative process. Initially, a draft was
created, encompassing general guidelines and
challenging scenario examples. Two annotators
employed these guidelines to annotate a first
part. The resulting annotations were compared
to the desired annotations, highlighting issues
and inconsistencies. These findings were then
used to refine the guidelines. The final version of
the guidelines created as part of this work will be
distributed to the research community.
Based on the semantic representation de-

scribed above and the guidelines, the semantic an-
notation of the TARIC-SLU corpus has been per-
formed by three annotators.
Table 2 presents an example of annotation for

one dialogue between an agent and a client.

4.4. Inter-annotator agreement

During the semantic annotation process, Inter-
annotator agreements are measured for quality
assurance. For this purpose, we randomly se-
lected several sets of dialogues that were anno-
tated twice by two annotators. The annotators
were unaware that certain dialogues had been as-
signed to different individuals to assess agreement
reliability.

Speech act annotations in SLU typically occur at
the utterance level, meaning the entire user query
or statement is assigned a single speech act la-
bel representing the user’s primary goal. We can
directly use straightforward inter-annotator agree-
ment measures, such as Cohen’s Kappa.
Slot annotations in SLU involve identifying and

labeling specific slots within the user’s utterance.
These slots can have various values and cat-
egories, and their boundaries need to be pre-
cisely defined. To compute agreement annota-
tions, there’s a must transition from the utterance
level to a more granular token level. This transition
is achieved by employing the BIO (Begin, Inside,
Outside) labeling format proposed by (Ramshaw
and Marcus, 1999). The agreement for slot anno-
tations has been computed at the token level. An
example of BIO annotation is illustrated in Figure
2.
Table 3 presents the agreement scores. The

inter-annotator Kappa for this set is 0.73 for
speech acts and 0.8 for slots. We report also the
kappa score for slots without the label ’O’.

4.5. Dataset statistics

A part of the TARIC dataset (8 hours of speech)
has been annotated as described in previous sec-
tions. Table 4 provides an overview of the dataset,
including the total number of dialogs, the average
number of utterances per dialog, the average num-
ber of tokens per dialog and the average number
of slots per dialog.

5. Tasks and Evaluation

In this work, we address two important problems
of SLU, (1) speech act classification and (2)
slot filling, following the annotation described
in section 4.2. Those two problems can be
approached using one model for each, referred to



15611

dialogue SA slot<value>

A
TUN: عَلَيْكُمْ سَلاَمُ
Buckwalter: salaAmu Ealayokumo
English: Hello

P -

C

TUN: قابِسْ صْفَاقِسْ تِكَايَاتْ زُوزْ أَعْطِينِي
Buckwalter: >EoTiyniy zuwzo
tikaAyaAto SofaAqiso GAbiso
English: please give me two tickets from Sfax
to Gabes

Q

command_task<give_me>
number_of_tickets<two>
object<ticket>
city_name_departure<Sfax>
city_name_arrival<Gabes>

A
TUN: قابِسْ
Buckwalter: GAbiso
EN: Gabes

A city_name_arrival<Gabes>

C
TUN: وَقْتْ مَزَاتْلُو قَدَّاشْ
Buckwalter: qad∼aA$o mazaAtoluw waqoto
EN: How much time left

Q duration_req<how much time>

A
TUN: يُخْرِجْ نُصْفْ وُ الأَرْبْعَةْ
Buckwalter: Al>aroboEapo wu nuSofo yuxorijo
EN: At four and half the departure

A departure_time<four and half>

C
TUN: التِكَايْ بْقَدَّاشْ
Buckwalter: boqad∼aA$o AltikaAyo
EN: How much the ticket

Q price_req<how much>
object<ticket>

A
TUN: آلاَفْ سَبْعَةْ
Buckwalter: saboEapo laAfo
EN: Seven dinars

A price_ticket <seven dinars >

Table 2: Example of conversation between a client (C) and an agent (A) from TARIC-SLU dataset. The
third column presents the semantic annotation slot/value. Column SA represents the Speech Acts, which
are either Q (Query), A (Answer) or P (Politeness). Buckwalter transliteration of TUN and English trans-
lation are provided.

(a)

(b)

(c)

(d)

بُورَقْبَةْ بِيرْ صْفَاقِسْ رُتُورْ أَلاَيْ تِكَايَاتْ زُوزْ أَعْطِينِي عَلَيْكُمْ سَلاَمُ
English: Hello give me two tickets two ways from Sfax to Bir Bouregba, Buckwalter: salaAmu
Ealayokumo >aEoTiyniy zuwzo tikaAyaAto >alaAyo rutuwro SofaAqiso biyro buwraqobapo”
salaAmu Ealayokumo <command_task >aEoTiyniy > <number_of_tickets zuwzo >
<object tikaAyaAto > <ticket_type >alaAyo rutuwro >
<city_name_departure SofaAqiso > <city_name_arrival biyro buwraqobapo >

(salaAmu,O), (Ealayokumo,O), (>aEoTiyniy,B_command_task),
(zuwz,B_number_tickets),(tikaAyaAt,B_object),(>alaAyo,B_ticket_type),
(rutuwro,I_ticket_type), (SofaAqiso,B_city_name_departure),
(biyro,B_city_name_arrival) , (buwraqobapo,I_city_name_arrival)

Figure 2: An example of a TARIC-SLU dataset sample. (a) corresponds to the transcribed sentence.
(b) the same sample with English translation and Buckwalter transliteration (c) the same sample with
its additional semantic tags. (d) the same sample with the BIO model, we represent the sentence by a
sequence of pairs (w=word,l=label). Here, ‘<command_task ’ is an opening tag starting the support word
sequence ‘>aEoTiyniy’ and expressing that this word sequence is associated with the command_task
semantic concept. The character ‘>’ represents the closing tag and it is used to close all concept tags.

as the “pipeline approach”, or one model for both,
commonly known as “end-to-end” approach.

In this section, we offer baseline results from
various models trained on the TARIC-SLU anno-
tated corpus. We first outline the data division

into training, development, and test sets. Subse-
quently, we share baseline results we got for both
ASR and SLU tasks from the TARIC-SLU corpus
to show how complex the tasks are and to cre-
ate a standard for future research that uses this
corpus. The ASR task is evaluated through the
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Kappa
Speech Acts 0.73
Slots 0.8
Slots without the label ’O’ 0.74

Table 3: Kappa values

Type Count
#Dialogs 2043
#Utterences 17816
Avg. # of utterances per dialog 10.17
Avg. # of tokens per dialog 143.63
Avg. # of slots per dialog 23.54

Table 4: TARIC-SLU corpus statistics

classical word error rate (WER). The SLU speech
act recognition is evaluated in terms of speech act
error rate (SAER), which is a standard classifica-
tion error rate. Lastly, the SLU slot filling task is
evaluated in terms of concept error rate (COER).
COER is computed similarly to WER by taking into
account only the semantic labels in the reference
and hypothesis annotations and is used for both
SLU and named entity recognition (Ghannay et al.,
2021; Mdhaffar et al., 2022a). For the calculation
of this metric, we have drawn on the detailed de-
scription in (Laperrière et al., 2022).

5.1. Data Partition

As presented earlier, TARIC-SLU dataset has a
total of 2043 dialogues. We used 103 dialogues
for the development set, 173 dialogues for the test
set and the rest 1767 dialogues for the training set.
Given that the TARIC data set is a mix of a real
conditions and acted dialogues (see section 4.1 for
more details), we partitioned the TARIC data set in
such a way that all the real conditions Agent-Client
exchanges are split over dev and test sets. Table
5 gives more details about speakers and gender
distribution over the three sets.

Train Dev Test
#utterance 15751 771 1294
#speaker 5 39 38
#speakers not in Train - 37 35
#male 2 23 24
#female 3 16 14

Table 5: TARIC-SLU data set split into Train, Dev
and Test

5.2. ASR Task

Speech Recognition is the first stage of the
pipeline approach for SLU. The output texts of this

stage are intended to be used as input in the next
pipeline stage, namely the NLU module.
The chosen ASR is an end-to-end Wav2Vec2

multilingual model, developed using self-
supervised learning in 128 languages, following
previous approaches in Tunisian ASR (Abdallah
et al., 2023). In addition to the large Wav2Vec2
model, we incorporate an extra layer with 1024
neurons and LeakyReLU as the activation func-
tion, followed by a fully-connected layer and a final
40-dimensional softmax layer, each dimension
corresponding to a character. This neural network
architecture comprises a total of 316.5 million
trainable parameters. The weights of the two
added layers were randomly initialized, while
the weights of the Wav2Vec2 part of the neural
architecture were initialized using the pre-trained
weights. Finally, the convolutional front-end
weights are frozen, following common practice
(Baevski et al., 2020).
For fine-tuning this self-supervised model with

the additional layers, we employed a batch size
of 6 samples, distributed across 4 NVIDIA V100
32GB GPU cards. We utilized two optimiz-
ers: Adadelta for updating the additional lay-
ers’ weights and Adam for fine-tuning the self-
supervised learning (SSL) model. The initial learn-
ing rate for Adadelta was 1.0, while for Adam,
this value was 0.0001. The maximum number of
epochs was chosen to be 100: the best model
on the validation is obtained at epoch 83, with a
word error rate of 37.87%. During the fine-tuning
process, a SpecAugmentation data augmentation
technique was applied to the audio signal (Park
et al., 2019).
The performance of this system is illustrated in

Table 6, showing the difficulty of the task, espe-
cially on the development corpus.

Dev Test
WER 37.87 30.06

Table 6: Error Rate of TARIC-SLU dev and test
data obtained with the ASR model trained in the
context of the pipeline-based SLU approach

5.3. SLU Tasks

Pipeline SLU Task SLU is typically performed
through a cascading of an Automatic Speech
Recognition (ASR) and Natural Language Un-
derstanding (NLU) module. Even though, it is
well known that errors at the ASR stage have
a negative impact on the NLU performance, we
decided to start by following this conventional
pipeline approach. Pipeline-based SLU system
will also help us to assess the performance of the
NLU component by feeding it with the reference
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Type of Cascade system COER Dev COER Test SAER Dev SAER Test
NLU Multilingual Bert
“Gold transcription” 20.9 23.8 15.6 19.7

NLU Multilingual Bert
“Automatic transcription” 34.1 32.8 22.4 21.2

Table 7: Pipeline results (%)

COER Dev COER Test SAER Dev SAER Test
End-to_End based on
XLS-R wav2vec2.0 35.62 31.23 24.64 20.9

Table 8: E2E results (%)

transcription. The ASR used in this SLU pipeline
approach is the one described in the previous
section.

Speech act classification and slot filling are
jointly trained using a multi-task deep neural net-
work architecture. This join learning allows to ben-
efit from the correlation between the two tasks. To
encode our input tokens, we use a pre-trained lan-
guage model, trained with a multilingual dataset
(mBert5) (Devlin et al., 2018). Our architecture
consists of a bi-LSTM layer on top of which we
train a bi-LSTM-CRF for slot tagging and a bi-
LSTM for the speech act classification. We use
200 hidden units for all three bi-LSTM layers in our
architecture. Parameter optimization is performed
with Adam optimizer with a learning rate of 0.0005.
The maximum number of epochs was chosen to
be 50.
The results are provided in table 7. We can no-

tice the impact of ASR errors on the model perfor-
mance on the slot filling task, which is limited for
speech act classification.

End-to-End SLU Task Unlike the pipeline ap-
proach, here we train one system to resolve the
SLU tasks given the speech segments. That is,
no longer rely on an ASR module’s transcription
outputs. To do so, we added a linear layer on
top of pretrained XLS-R 128 wav2vec2.0 model
(Baevski et al., 2020) and fine-tuned it using the
TARIC-SLU training set with a character-level CTC
loss function (Graves et al., 2006). We formulate
the End-to-End SLU task as character level pre-
diction where slots are delimited by tag-specific
special characters as in (Yadav et al., 2020; Ghan-
nay et al., 2018). We also added the speech act
token to the reference annotation as the first to-
ken of each sequence of words. In this way, the
end-to-end learns to both classify the utterances
in terms of speech act, and recognize slot/value

5trained on the top 104 languages with the largest
Wikipedia using a masked language modeling objective

pairs present in the speech segment. As input, the
neural network receives a wav audio file, and the
output is a transcription enriched with semantic la-
bels and speech acts. After processing through
the softmax layer (which have the size of 1046),
the outputs are generated by a simple greedy de-
coder. Similar to the ASR training, we employed
a batch size of 6 samples, distributed across 4
NVIDIA V100 32GB GPU cards. We utilized two
optimizers: Adadelta for updating the additional
layers’ weights and Adam for fine-tuning the self-
supervised learning (SSL) model. The initial learn-
ing rate for Adadelta was 1.0, while for Adam,
this value was 0.0001. The maximum number of
epochs was chosen to be 100.
End-to-end results are reported in table 8. The

Concept Error rate is 35.62% for the development
set and 31.23% for the test set. The Error rate
for speech classification is 24.64% for the develop-
ment set and 20.9% for the test set. This study con-
cludes that the two architectures (pipeline vs. end-
to-end) remain valid and competitive using TARIC-
SLU dataset.

6. Conclusion

This paper introduces the TARIC-SLU corpus, a
valuable resource for the Tunisian dialect. It also
presents baseline results for automatic speech
recognition, speech act recognition, and slot-filling
tasks. The release of this corpus, recipes and the
baseline results provide a foundation for further
research and development in the field of spoken
language understanding in Tunisian dialect. We
believe that this resource, along with the baseline
results provided in this paper, will foster collabora-
tions and innovations that contribute to the broader
goal of improving human-computer interaction in
the Tunisian dialect and other low-resourced lan-
guages.

640 characters that cover the alphabet of TARIC
dataset, 60 characters for slots, one character for clos-
ing slots, three characters for speech acts
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