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Abstract
Large Language Models (Llms) have achieved impressive results in Machine Translation by simply following
instructions, even without training on parallel data. However, Llms still face challenges on low-resource languages
due to the lack of pre-training data. In real-world situations, humans can become proficient in their native languages
through abundant and meaningful social interactions and can also learn foreign languages effectively using
well-organized textbooks. Drawing inspiration from human learning patterns, we introduce the Translate After
LEarNing Textbook (Talent) approach, which aims to enhance Llms’ ability to translate low-resource languages by
learning from a textbook. Talent follows a step-by-step process: (1) Creating a Textbook for low-resource languages.
(2) Guiding Llms to absorb the Textbook’s content for Syntax Patterns. (3) Enhancing translation by utilizing the
Textbook and Syntax Patterns. We thoroughly assess Talent’s performance using 112 low-resource languages
from FLORES-200 with two Llms: ChatGPT and BLOOMZ. Evaluation across three different metrics reveals that
Talent consistently enhances translation performance by 14.8% compared to zero-shot baselines. Further analysis
demonstrates that Talent not only improves Llms’ comprehension of low-resource languages but also equips them
with the knowledge needed to generate accurate and fluent sentences in these languages.

Keywords: Large Language Models, Multilingual Machine Translation, Low-resource Language Evaluation.

1. Introduction

Large Language Models (Llms), typically character-
ized by the large scale of parameters and training
corpora, have achieved dominant performance on
a wide range of natural language understanding
and generation tasks. Through instruction prompt-
ing, where certain words or sentences are provided
as prompts alongside the base input, Llms can sim-
ulate human-like intelligence to some extent by pro-
cessing and generating coherent and contextually
relevant responses that align with human intentions.
Besides their impressive potential across various
tasks, Llms have particularly excelled in the field of
Machine Translation (MT), showcasing surprising
performance on high-resource languages (Hendy
et al., 2023). However, the translation ability of
Llms on low-resource languages is questionable
and various works have proven their weak perfor-
mance at generalizing to low-resource languages
(Hangya et al., 2022; Lai et al., 2023; Bang et al.,
2023). One main reason is the shortage of pre-
training data on such languages. Since the pre-
training data for high-resource languages is often
orders of magnitude larger than the low-resource
ones, it is hard for Llms to focus on learning low-
resource language-specific knowledge.

Unlike the learning process of Llms, humans pos-
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Figure 1: Diverse methods for mastering languages
for humans (a) and Llms (b).

sess the remarkable ability to master languages
through a diverse range of methods, as shown in
Figure 1a. In the context of acquiring our native
language, we absorb it from our linguistic surround-
ings, which immerse us in abundant and meaning-
ful communication in our daily interactions. As for
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foreign languages, humans can achieve proficiency
without the requirement of overwhelming data. Hu-
man language acquisition for foreign tongues often
involves engaging with textbooks, which typically
offer a well-organized and systematic approach
to the new language. These instructional materi-
als serve as valuable guides, assisting individuals
on their journey to fluency, eliminating the need
to awkwardly deduce language-specific nuances
from extensive language examples. This leads to a
question that hasn’t been thoroughly explored: Can
Llms effectively translate a low-resource language
by adopting a textbook-based learning approach,
as depicted in Figure 1b?

In pursuit of this goal, we introduce the Translate
After LEarNing Textbook (Talent) method, aimed
at employing Llms to translate low-resource lan-
guages using a textbook-based approach. The
Talent methodology comprises three key stages:
(1) Creating a Textbook for Low-resource Lan-
guages. To mitigate the reliance on extensive
data, we develop a tailored Textbook for each low-
resource language based on the source sentence.
This Textbook consists of two sections: Language
Examples, containing valuable examples to grasp
language-specific usage patterns, and a Vocabu-
lary List, providing definitions for less familiar words.
(2) Guiding Llms to Absorb Textbook Content
for Syntax Patterns. Given the intricate nature of
syntax and its complex variations across languages,
we incorporate an intermediate Absorption Stage:
Instruct Llms to absorb the language knowledge
from the Textbook and parse Language Examples
to obtain Syntax Patterns. (3) Enhancing Transla-
tion by Utilizing the Textbook and Syntax Pat-
terns. To seamlessly integrate the Textbook and
Syntax Patterns into Llms, we restructure them into
natural language form and embed them within the
context of the standard translation prompt. This
empowers Llms to effectively apply this knowledge,
resulting in more precise and accurate translations.

To comprehensively assess how effectively Tal-
ent can perform translations in low-resource lan-
guages, we selected 112 diverse low-resource
languages from the FLORES-200 dataset. Our
evaluation focuses on the translation performance
between English and these 112 languages. We
present our findings based on two Llms: BLOOMZ-
7.1B (Muennighoff et al., 2023) and ChatGPT 1.
We gauge performance using three distinct metrics:
COMET (Rei et al., 2022), BLEURT (Sellam et al.,
2020), and ChrF++ (Popović, 2017). The outcomes
reveal that Talent yields a 9.2% enhancement on
ChatGPT, which further rises to 14.8% when ap-
plied to BLOOMZ-7.1B.

We delve deeper into how each stage in Tal-
ent impacts the translation ability of Llms on low-

1https://chat.openai.com/

resource languages. Through our experiments on
the Textbook, we observe that the Vocabulary List
yields substantial enhancement in low-resource
language comprehension. This is attributed to the
robust lexical alignment signal it provides between
these languages and English. Conversely, the
Language Examples bring more obvious improve-
ments when generating low-resource languages.
We reveal that Language Examples can get Llms
to recognize unfamiliar language tags and subse-
quently generate tokens in the correct language.
Furthermore, the introduction of a dedicated Ab-
sorption Stage enables Llms to effectively analyze
and parse low-resource languages. The acquired
syntax insights for low-resource languages can sig-
nificantly enhance both comprehension and gen-
eration abilities. In summary, this work offers the
following contributions:

• Inspired by human language learning, we pro-
pose the Translate After LEarNing Textbook
(Talent) method, which guides Llms to absorb
a low-resource Textbook for Syntax Patterns
and then translate source sentences to im-
prove translation on low-resource languages.

• We comprehensively evaluate Talent using
112 low-resource languages on both BLOOMZ-
7.1B and ChatGPT with three distinct met-
rics. Talent consistently delivers improve-
ments across all Llms and metrics.

• We analyze how the Absorption Stage in Tal-
ent can influence translation performance.
The Absorption Stage can benefit the trans-
lation by 3.3 COMET score on average and
even improves the translation quality on Cyrillic
script languages by 13.8 COMET score.

• Examination of the Textbook reveals that with
the lexical alignment cues in Vocabulary List,
Llms can better understand low-resource lan-
guages, while Language Examples can get
Llms to better recognize language tags and
generate tokens in the appropriate languages.

2. Related Work

2.1. Retrieval-Augmented Llms
Due to inherent limitations in accessing specialized
knowledge by Llms (Ram et al., 2023), promis-
ing approaches (Guu et al., 2020; Borgeaud et al.,
2022; Jiang et al., 2023; Luo et al., 2023a,b; Shi
et al., 2023) involve retrieving relevant information
from an external database using similarity-based re-
trievers. Retrieval-augmented methods have been
successfully applied to empower Llms with domain-
specific specialized knowledge for various tasks
(Luo et al., 2023c), such as code completion (Zhang
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et al., 2023), information retrieval (Wang et al.,
2023a; Ai et al., 2023), image captioning (Ramos
et al., 2023), and biomedical applications (Soong
et al., 2023), among others. Our focus is on re-
trieving language-specific knowledge in the form of
low-resource language textbooks to enhance Llms
for low-resource language translation tasks.

2.2. Guiding Llms for Neural Machine
Translation

Numerous studies have focused on evaluating the
translation capabilities of Llms (Zhu et al., 2023a;
Wang et al., 2023b; Kocmi and Federmann, 2023;
Raunak et al., 2023; Karpinska and Iyyer, 2023; Lu
et al., 2023b; Kadaoui et al., 2023; Etxaniz et al.,
2023; Yamada, 2023) or enhancing their translation
proficiency (Li et al., 2023; Mu et al., 2023; Zeng
et al., 2023; AI4Bharat et al., 2023; Chen et al.,
2023; Hao et al., 2023; Xu et al., 2023; Ebadulla
et al., 2023; Schioppa et al., 2023; Jiao et al., 2023).
Some (Puduppully et al., 2023; Gao et al., 2023;
Peng et al., 2023; Moslem et al., 2023; Nagy et al.,
2023; Jon et al., 2023; Fernandes et al., 2023; Sia
and Duh, 2023) have employed straightforward
prompts to explore Llms’ translation capabilities,
while others (Agrawal et al., 2022; Vilar et al., 2023;
Jones et al., 2023; Nguyen et al., 2023; Bhandari
and Chen, 2023) have investigated prompts’ impact
on formality or specific dialects. In addition to tra-
ditional prompt methods, certain studies (Cahyaw-
ijaya et al., 2023; Tanwar et al., 2023; Kim et al.,
2023; Gitau and Marivate, 2023; Yang and Nicolai,
2023; Liu and Hou, 2023) have sought effective in-
context examples to enhance translation outcomes.
Others (Huang et al., 2023; Nicholas and Bhatia,
2023; Zhu et al., 2023b; Kumar et al., 2023; Araabi
et al., 2023; Oh et al., 2023) have explored tech-
niques like Chain-of-Thought to structure transla-
tion processes for Llms. Recently, the integration
of dictionaries into Llms (Lu et al., 2023a) has sub-
stantially enhanced the translation ability in Llms.

3. Translate After Learning Textbook

We present the Translate After LEarNing Textbook
(Talent) framework, which initially constructs a
Textbook for the low-resource languages. Follow-
ing that, a dedicated Absorption Stage for Llms is
employed to extract Syntax Patterns. Finally, Tal-
ent integrates all acquired knowledge as prompts’
context for generating translations. The overall Tal-
ent framework is illustrated in Figure 2. Formally,
for a translation task from sentence x in language
lx to sentence y in low-resource language ly

2, Tal-

2Note that we only introduce the cases of translating
from other languages to low-resource ones; The same
applies to translating from low-resource languages to the

ent operates as follows:

3.1. Creating a Low-resource Language
Textbook

In order to enhance Llms with linguistic ability in
the low-resource language ly, we generate a low-
resource language Textbook Tlx→ly(x). This Text-
book encompasses two crucial aspects of low-
resource language knowledge, often advantageous
in human language acquisition:

Vocabulary List A Vocabulary List is a common
feature found in almost all textbooks. It offers spe-
cific word-level translations or equivalents between
languages. What’s more, Vocabulary List is easy
to obtain through dictionaries, making them appeal-
ing candidates for external resources of translation.
In Talent, we focus on building a Vocabulary List
for keywords x and we employ a statistic method
called TF-IDF to select these keywords. Formally,
we represent the monolingual corpus for source
language lx as Dx, the TF-IDF score for each word
w

(i)
x in source sentence x is computed as:

f(w(i)
x ) =

∑
w∈x 1(w = w

(i)
x )

|x| log
|Dx|

1 +
∑

s∈Dx
1(w

(i)
x ∈ s)

,

(1)
where 1(·) returns 1 if the statement is true, and
0 otherwise. Also, |x| represents the length of x.
We choose the highest N percentage of words in
TF-IDF score as keywords and translate them into
the low-resource language ly using a Dictionary
Dlx→ly . We utilize BabelNet (Navigli and Ponzetto,
2010) as Dictionary Dlx→ly . Formally, the Vocabu-
lary List Vlx→ly is outlined as follows:

Vlx→ly (x) =
{(

w(i)
x , w(i)

y

)∣∣∣w(i)
x ∈ x,Top-N(f(w(i)

x ))
}
,

w(i)
y = Dlx→ly (w

(i)
x ).

(2)

Language Examples Language Examples are a
common feature in many language textbooks. They
offer learners insights into the practical usage of
words or phrases within specific contexts. In the
Talent framework, we retrieve potentially beneficial
sentences sy from a monolingual corpus Dy in the
low-resource language ly. This process is modeled
as a selection from the distribution p(sy|x) using a
neural language-agnostic retriever:

p(sy|x) =
exp g(x, sy)∑

s∈Dy
exp g(x, s)

,

g(x, sy) = Embed(x)⊤Embed(sy),
(3)

where Embed refers to an embedding function,
implemented using LaBSE (Feng et al., 2022a).

others.
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Vocabulary List:

{Given keywords with their possible translations:}

Possible translations for 'encampment': '營地' or '露營'.          Possible translations for 'haiti': 'Haiti' or '海地'.

Possible translations for 'earthquake': '地震' or '大地震'.         Possible translations for 'spread': '散布' or '蔓延' or '传播'.

Possible translations for 'disease': '病' or '疾病'.

Language Examples & Syntax Patterns:

{Given 3 example sentences and their syntax in Cantonese (Traditional) language:}

{Example 1:} 在夏日的新的一天，太陽抵達地平線，給大地帶來了溫暖和希望。

{Syntax Pattern 1:} Subject: 太陽, Verb: 抵達, Object: 地平線, Time/Adverbial Phrase: 在夏日的新的一天

{Example 2:} 在公司內部調查中, 高層管理被指責為導致業績下滑的罪魁禍首, 該問題始於他們的決策和管理方式。

{Syntax Pattern 2:} Subject:高層管理, Verb:被指責为, Object: 導致業績下滑的罪魁禍首,

 Time/Adverbial Phrase: 在公司內部調查中

{Example 3:} 在小鎮的附近開始出現一種新型疾病，當地居民都對這個疾病的來源感到困惑。

{Syntax Pattern 3:} Subject: 當地居民, Verb: 感到困惑, Object: 這個疾病的來源, Clause Verb: 開始出現, 

  Clause Subject: 小鎮的附近, Clause Object: 一種新型疾病 

Translate Instructions:

{Translate the following English text into Cantonese (Traditional).}

{English:} UN peacekeepers, whom arrived in Haiti after the 2010 earthquake, are being blamed for the spread of the

disease which started near the troop's encampment.

{Cantonese (Traditional):}

Parse 

Instructions

Textbook Prompting

LLM

UN peacekeepers, whom arrived in Haiti
after the 2010 earthquake, are being blamed
for the spread of the disease which started
near the troop's encampment. 

 在2010年地震後抵達海地的聯合國維和人
員，被指責為該疾病蔓延的罪魁禍首，該疾
病就在部隊營地附近開始發生。

Source Sentence

Target Sentence

Textbook

Grand
Encampment

 Encampment

營地

露營

恩坎普門特

室宿

Verb

Subj Obj Time
Phrase

Example 2

Verb

Subj Obj Time
Phrase

Example 1

Subj Obj

Verb

Subj Obj Clause

Example 3

LLM
 在2010年地震後抵達海地的聯合國維和人
員，被指責為該疾病蔓延的罪魁禍首，該疾
病就在部隊營地附近開始發生。

BabelNet

Example Syntax Low-resource
Language Database

Tatoeba Top-k
Examples

Figure 2: An illustration of Talent. Talent first creates a Textbook for low-resource languages. Llms are
then asked to extract Syntax Patterns before finally translating the source sentence.

Within the Talent framework, we employ Tatoeba 3

as our monolingual database Dy. By averaging the
representations from the last hidden layer, we de-
rive sentence representations and subsequently
draw K sentences from the monolingual database
Dy with the top probability score p(sy|x). These
collected sentences form the Language Examples
denoted as Ely(x).

3.2. Guiding Llms to Absorb Textbook
Content for Syntax Patterns

Human translators often systematically learn the
Syntax Patterns of a foreign language before un-
dertaking translation. Drawing inspiration from this
human translation process, we introduce a prepara-
tory stage: familiarizing Llms with the Textbook’s
content to extract Syntax Patterns. Illustrated in Fig-
ure 2, we instruct Llms to parse the Language Ex-
amples within the Textbook, enabling them to cap-
ture Syntax Patterns through the following steps:

Gly (sy) = Llm(Tlx→ly (x),Parse[sy]), (4)

where Parse[·] represents the Parse Instructions:
Given an English-Cantonese (Tradi-
tional) Textbook, parse the 3 Lan-
guage Examples into Syntax Patterns.
Gly(sy) pertains to the Syntax Patterns extracted
by Llms for each Language Example within the
Textbook. An illustration of Gly(sy) can be found
in Figure 2 for reference.

3https://tatoeba.org

3.3. Enhancing Translation by Utilizing
the Textbook and Syntax Patterns

Once we have obtained the low-resource language
Textbook and derived Syntax Patterns, we integrate
them into the prompts’ context within Llms, as illus-
trated in Figure 2. This incorporation allows Llms
to effectively leverage the additional retrieved in-
formation alongside the Syntax Patterns they have
generated, facilitating the generation of translation
outputs. Talent provides supplementary evidence
for the model to effectively incorporate and pin-
point the intended knowledge tailored to the specific
translation task. Formally, the translation outcome
under the guidance of Talent is as follows:

y = Llm
(
Textbook[Tlx→ly (x), Gly (sy)],

Translate[x]
)
,

(5)

where Textbook[·] means our Textbook Prompting
and Translate[·] refers to Translate Instructions.

4. Experiments

4.1. Experiment Settings
Models. We evaluate Talent using two promi-
nent Llms: ChatGPT (GPT-3.5-TURBO) and
BLOOMZ (7.1B).

• GPT-3.5-TURBO. GPT-3.5-TURBO is among
the most renowned and powerful Llms, which
is proprietary and utilizes Reinforcement
Learning with Human Feedback in conjunc-
tion with instruction fine-tuning. Building upon
previous studies, we access GPT-3.5-TURBO-
0301 through its official Python API.
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Language Family
Direction Eng-Low Low-Eng

Model BLOOMZ ChatGPT BLOOMZ ChatGPT
Metric. COMET BLEURT ChrF++ COMET BLEURT ChrF++ COMET BLEURT ChrF++ COMET BLEURT ChrF++

Afro-Asiatic (14)

Zero-Shot 58.38 47.71 21.62 71.24 56.73 32.27 66.27 58.10 44.48 73.86 60.08 46.12
+Talent 60.68 49.19 23.57 73.10 58.90 32.41 68.22 59.74 48.20 74.96 61.40 48.02
Few-Shot 65.28 47.34 25.22 73.50 58.32 34.30 69.68 53.25 46.55 75.38 61.76 47.48
+Talent 67.94 50.23 27.64 73.80 58.68 34.48 72.68 55.83 47.92 77.04 64.33 49.96

Indo-European (45)

Zero-Shot 48.49 31.84 22.20 67.34 48.38 38.03 62.67 51.33 39.98 78.56 66.83 53.05
+Talent 50.92 31.80 24.62 69.92 49.88 39.79 64.24 51.62 42.70 80.26 66.64 54.24
Few-Shot 50.96 26.87 25.64 68.52 48.98 39.59 64.98 48.90 40.05 80.36 69.06 54.83
+Talent 51.35 30.82 25.11 73.00 50.17 40.53 65.48 50.21 42.89 81.46 70.97 56.70

Turkic (6)

Zero-Shot 31.02 12.90 4.47 64.81 36.44 27.03 43.89 29.52 15.76 72.57 56.36 39.34
+Talent 50.75 14.23 12.27 68.35 36.75 27.41 60.47 38.85 24.10 75.41 57.62 41.53
Few-Shot 36.97 9.52 9.90 66.02 36.34 28.20 49.45 23.19 19.49 74.91 59.47 40.92
+Talent 41.04 10.35 11.69 69.73 38.42 29.53 54.54 36.81 28.83 76.72 62.64 43.18

Sino-Tibetan (3)

Zero-Shot 42.67 39.11 9.16 74.65 45.41 18.60 58.78 43.32 27.43 66.48 45.15 33.44
+Talent 66.92 40.41 12.20 75.23 47.62 21.29 60.47 42.85 34.10 69.74 50.27 38.11
Few-Shot 78.96 38.64 17.82 75.46 47.86 20.88 62.10 38.80 34.31 67.91 44.76 34.55
+Talent 80.48 41.73 19.68 76.16 49.56 22.39 62.99 39.00 38.12 69.55 48.24 36.48

Atlantic-Congo (16)

Zero-Shot 46.98 32.68 19.73 52.10 30.54 12.84 61.54 55.44 39.80 57.51 44.50 31.50
+Talent 48.48 35.40 19.02 52.79 32.92 14.08 57.75 48.20 33.63 59.74 46.30 32.75
Few-Shot 50.46 26.99 19.75 53.78 30.66 12.59 58.21 44.68 33.03 61.30 48.79 33.68
+Talent 51.23 29.79 23.24 53.93 32.94 14.86 58.62 46.11 33.39 62.33 50.54 34.68

Dravidian (4)

Zero-Shot 91.75 86.50 82.69 68.82 57.49 32.72 90.10 80.86 71.89 81.26 63.52 46.46
+Talent 90.18 84.97 84.98 69.18 58.95 33.69 87.77 74.08 67.54 81.91 64.76 49.15
Few-Shot 90.13 84.27 76.96 69.57 58.39 32.95 88.28 77.93 66.44 81.85 64.42 46.91
+Talent 86.27 79.62 76.45 69.96 59.31 34.57 88.07 77.31 65.09 84.35 68.15 51.22

Austroasiatic (2)

Zero-Shot 29.82 29.80 1.88 57.59 35.88 11.84 40.75 31.85 10.46 61.54 42.55 29.52
+Talent 47.63 31.40 6.46 61.81 36.31 15.32 57.48 36.23 20.55 64.54 45.61 33.20
Few-Shot 64.24 31.25 13.51 61.28 35.32 13.85 46.40 21.97 17.05 62.69 41.05 29.96
+Talent 65.09 32.24 14.08 64.80 36.40 17.67 53.88 36.09 18.61 65.09 44.15 32.38

Austronesian (13)

Zero-Shot 48.56 43.25 20.16 69.29 51.78 38.98 52.58 45.43 29.01 73.77 64.61 49.55
+Talent 50.99 45.05 22.22 70.51 53.63 42.93 56.60 45.23 30.39 76.20 68.64 52.77
Few-Shot 52.12 36.45 22.75 69.71 52.65 40.53 58.21 40.82 30.70 75.85 67.07 51.01
+Talent 52.43 38.50 25.57 74.37 56.34 43.47 60.08 42.69 36.00 79.41 69.80 55.05

Others (9)

Zero-Shot 33.02 32.18 8.35 55.57 48.43 20.50 46.81 37.18 21.66 63.21 47.10 34.76
+Talent 48.49 35.49 11.08 56.57 50.03 22.72 57.02 38.02 23.17 64.88 49.74 37.62
Few-Shot 46.57 28.03 15.23 54.02 48.58 19.01 52.04 29.72 23.61 66.79 50.23 36.45
+Talent 48.40 30.95 16.13 56.68 51.08 21.71 58.00 34.48 25.98 68.53 53.17 38.45

Average

Zero-Shot 47.85 39.55 21.14 64.60 45.68 25.87 58.15 48.11 33.39 69.86 54.52 40.41
+Talent 57.23 40.88 24.05 66.38 47.22 27.74 63.34 48.31 36.04 71.96 56.78 43.04
Few-Shot 59.52 36.59 25.20 65.76 46.34 26.88 61.04 42.14 34.58 71.89 56.29 41.76
+Talent 60.47 38.25 26.62 68.05 48.10 28.80 63.82 46.50 37.42 73.83 59.11 44.23

Table 1: Average Results on 9 different language families in COMET, BLEURT, and ChrF++. We report
on translating from English into low-resource languages (Eng-Low) and from low-resource languages into
English (Low-Eng). Bold text denotes better results between Talent and its corresponding baseline. We
also highlight the greatly improved results with underline.

• BLOOMZ (Muennighoff et al., 2023). We em-
ploy the publicly available BLOOMZ to gauge
the effectiveness of Talent. BLOOMZ is a
multitask model instruction fine-tuned based
on BLOOM (Workshop, 2023), which ranks as
one of the most multilingual Llms and has been
trained in 46 languages. For our experiments,
we utilize its 7.1B model.

Baselines and Hyper-parameters. We report
the translation results of Talent on two baseline
settings: zero-shot and few-shot. For few-shot
baselines, we randomly choose 3 sentence pairs
from the corresponding test set of FLORES-200
as demonstrations. For the “few-shot + Talent”
setting, we opt for a single sentence pair. Empiri-
cally, we set distinct hyper-parameters for two Llms.
For BLOOMZ, we set N = 0.1 and K = 2, while
N = 0.1 and K = 3 are applied for ChatGPT.

Datasets and Evaluation Metrics. To thoroughly
evaluate the impact of Talent on low-resource lan-
guages, we report translation results encompass-
ing English and 112 low-resource languages from
the FLORES-200 benchmark, which spans diverse
domains and topics. We use the dev-test partition
of FLORES-200, containing 1012 sentences for
each language. Appendix A provides further data
statistics. As for evaluation metrics, we report three
widely-utilized metrics following prior baselines (He
et al., 2023; Ghazvininejad et al., 2023):

• COMET. COMET is a neural framework to eval-
uate machine translation models with a high
correlation with human judgments. Among dif-
ferent model settings in COMET, we take the
newest “Unbabel/wmt22-comet-da” model as
the scorer following baselines (He et al., 2023).

• BLEURT. BLEURT is another model-based
metrics widely-used in machine translation re-
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searches (Fan et al., 2020; Li and Liang, 2021;
He et al., 2023). BLEURT indicates to what ex-
tent machine output is fluent and conveys the
meaning of the reference based on the contex-
tual embeddings from language models.

• ChrF++. ChrF++ measures the quality of
a translation through a character N-gram F-
score by unigrams and bigrams. ChrF++ has
been the second most popular metric and is
highly recommended (Kocmi et al., 2021).

4.2. Main Results
The empirical outcomes for both English-to-low-
resource (Eng-Low) and low-resource-to-English
(Low-Eng) translation directions are presented in
Table 1. The results have been averaged across
language families. Key observations from Table 1
are as follows:

Talent demonstrates consistent improvements
across different settings and Llms. From Ta-
ble 1, we observe that Talent shows an averaged
improvement of 6.8% and 5.2% on zero-shot and
few-shot settings, respectively. The further improve-
ment on Few-shot settings suggests that Talent
can provide supplementary language-specific in-
sights beyond demonstrations. What’s more, Tal-
ent outperforms the BLOOMZ and ChatGPT base-
lines by margins of 14.8% and 9.2%. The con-
sistent improvement across both Llms shows the
versatility of the language-specific knowledge en-
capsulated within Talent.

Talent enhances performance across metrics
and language families. As shown in Table 1, Tal-
ent brings an increase of 17.5% in BLEURT. The
improvement further rises to 23.3% in COMET and
31.2% in ChrF++. These results underscore the
dual advantage of Talent’s translations, being both
fluent (as indicated by COMET and BLEURT) and
accurate (as indicated by ChrF++). Notably, the
translation performance varies significantly across
different language families, ranging from an av-
erage of 34.25 (Austroasiatic) to 70.51 (Dravid-
ian) across both Llms. However, Talent consis-
tently enhances translation across these diverse
language families, averaging a 5.7% improvement
and achieving an even more significant 13.9%
boost in the Turkic family. We also find some abnor-
mal results in BLOOMZ in two language families:
Atlantic-Congo and Dravidian, where the zero-shot
performance is higher than the few-shot ones. This
suggests that BLOOMZ may have inflated perfor-
mance due to the data leakage issue (Zhu et al.,
2023a; Workshop, 2023). Further analysis on Table
1 shows that after applying Talent, the standard

deviation of the performances across different lan-
guage families decreases from 10.6 to 9.4. This
further proves that Talent can mitigate the trans-
lation performance discrepancy across different
language families.

4.3. Ablation Study: Exploring Talent’s
Impact

Given the substantial difference in pre-training
data between high-resource and low-resource lan-
guages (Nguyen et al., 2023), the symmetry be-
tween English-to-low-resource (Eng-Low) and low-
resource-to-English (Low-Eng) translations is dis-
rupted. Eng-Low can measure Llms’ ability to gen-
erate low-resource languages (Natural Language
Generation), while Low-Eng gauges their compre-
hension of sentence meanings in low-resource lan-
guages (Natural Language Understanding). To
delve into these dynamics, we perform targeted ex-
periments in both translation directions, probing the
influence of different Talent components. Figure
3 presents the outcomes of these investigations.

Performance of Talent on Different Language
Scripts. Observing Figure 3, Talent delivers
a commendable 3.1 COMET score improvement
across all 6 language scripts, showcasing the ro-
bustness of Talent. This finding implies the effi-
cacy of Talent for diverse language scripts, en-
hancing the generative capacity of Llms in low-
resource contexts. In Figures 3a and 3b, the top
2 improvements occur in the Cyrillic and Ge‘ez
scripts, with an increase of 6.9 and 4.4 COMET
scores, respectively.

4.3.1. Influence of Textbook.

To thoroughly analyze Textbook’s impact, we in-
dividually assess the contribution of each section
and report the COMET results on Eng-Low and
Low-Eng translation directions in Figure 3a and
3b. Drawing from the outcomes, we deduce the
following insights regarding the two sections:

(a) Language Examples Improve Generation
Capability: The translation direction Eng-Low re-
quires Llms to generate a coherent sentence in
low-resource languages. From Figure 3a, we ob-
serve that Language Examples can improve the
performance on Eng-Low direction by 3.5 COMET
score, which is 42.3% higher than the improvement
made by Vocabulary List. As depicted in Figure
3a, the application of Language Examples yields a
substantial 3.5 COMET score improvement in the
Eng-Low context, which outpaces that achieved by
Vocabulary List by a noteworthy 42.3%. As further
illustrated in Table 3, incorporating sentences from
low-resource languages can also help Llms to align
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(a) Ablation Study for Talent in Eng-Low direction.

(b) Ablation Study for Talent in Low-Eng direction.

Figure 3: Ablation study of Talent. ∆COMET quantifies how much better the performance is compared
to the performance achieved with zero-shot baselines. We report the averaged results on 6 language
scripts in two directions.

unfamiliar language tags with their corresponding
language tokens.

(b) Vocabulary List Enhances Language Com-
prehension: In contrast, the application of Vocabu-
lary List emerges as a catalyst for improving Llms’
comprehension of low-resource languages. The
results in Figure 3b affirm that a mere integration
of Vocabulary List contributes an average improve-
ment of 1.8 COMET score. This achievement sur-
passes that of Language Examples by a substantial
46.6%. Vocabulary List can furnish lexical align-
ment insights between English and low-resource
languages. Hence, English entries for chosen key-
words in Vocabulary List can convey adequate se-
mantic information, which enables precise disam-
biguation and comprehension of the source sen-
tence.

Impact of Absorption Stage. We report the re-
sults of the Absorption Stage with the performance
gap between “Talent” and “Textbook” in Figure 3a
and 3b. The results highlight that acquiring syn-
tactic insights for low-resource sentences yields
substantial enhancements of 3.3 COMET score
across diverse language scripts and both trans-
lation directions. We conjecture that due to the
complexity of syntax, Llms require a separate Ab-
sorption Stage to extract Syntax Patterns, which
can improve translation performance. The quality
of the Syntax Patterns is listed in Table 3.

4.4. Translation Performance on
Non-English-Centric Directions

We expand our evaluation to assess how Talent
enhances the translation capabilities of Llms in

scenarios where no high-resource languages are
involved. We randomly select 10 translation direc-
tions from the pool of 112 low-resource languages
and compare the performance of Talent against
zero-shot and few-shot baselines. The outcomes
are presented in Table 2. Talent surpasses the
“pipeline” translation method by an additional 3.1%,
indicating its capacity to offer lexical and syntac-
tic component alignment between the source and
target languages. With Talent, language-specific
knowledge is distorted into basic elements, which
alleviates the need for an intermediary pivot lan-
guage.

4.5. Retrieval Utility and Quality
We present the Retrieval Utility (RU) (Guu et al.,
2020) to show how Llms utilize Textbook and Re-
trieval Quality (RQ) to measure the accuracy of
each component in Talent in Table 3.

Retrieval Utility Following REALM (Guu et al.,
2020), we report the retrieval utility to measure the
usefulness of retrieved knowledge. We define the
retrieval utility (RU) of retrieval knowledge z (Vo-
cabulary List, examples, or Syntax Patterns) for the
given source sentence x as the difference between
the log-likelihood of the knowledge-augmented re-
sults and the basic results:

RU(z) =
1

|y|
∑

log(y|z,x)− 1

|y|
∑

log(y|x),

(6)
where |y| denotes the length of the target sentence
y. A negative RU means that z is useless for pre-
dicting y. The RU results are consistent with the
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Method src amh_Ethi bak_Cyrl ibo_Latn lao_Laoo nya_Latn sag_Latn smo_Latn tat_Cyrl tgk_Cyrl uig_Arab Avg.
tgt lao_Laoo amh_Ethi hye_Armn snd_Arab sag_Latn lin_Latn lao_Laoo hye_Armn amh_Ethi tgk_Cyrl

Zero-Shot 9.76 6.74 17.45 8.17 4.95 18.05 17.13 24.06 7.80 16.33 13.04
Few-Shot 12.10 7.42 20.38 8.18 11.03 20.21 17.46 24.91 7.93 19.75 14.94
Pipeline 16.45 9.30 22.14 16.27 5.00 16.92 18.84 25.11 9.63 23.62 16.33
Talent 16.82 10.41 20.63 10.97 13.69 22.15 19.92 25.87 11.46 20.99 16.83

Table 2: Translation Performance on Non-English-Centric Directions. “Pipeline” means we translate the
source sentence into English and then translate the English sentence into the target language. We only
utilize the Textbook for languages on the target side. Results are shown in ChrF++ for translation on 10
Low-Low directions. The best results are bolded.

Method/Metric Retrieval Utility(↑) Retrieval Quality(↑) Off-Target-Rate(↓)
Eng-Low Low-Eng Low Eng (ref) Low-Low Eng-Low

Zero-shot - - - - 0.29 0.21
Vocabulary List 0.89 1.48 0.61 0.67 0.12 0.06
Language Examples 1.19 1.14 0.57 0.83 0.07 0.03
Syntax Patterns 2.13 1.82 0.74 0.98 0.06 0.03

Table 3: Retrieval Utility RU, Retrieval Quality RQ,
and Off-target Analysis on Llms. We further report
RQ score for English as a reference.

observations in Figure 3. In the Eng-Low direc-
tion, Language Examples are notably more advan-
tageous, with a RU score 4.4% higher than that
of the Vocabulary List. While we note contrasting
results in the Low-Eng direction.

Retrieval Quality Since the Vocabulary List, ex-
amples, and Syntax Patterns are different kinds of
knowledge, we define different metrics to measure
their qualities. For the Vocabulary List, we use the
proportion of the words in the Vocabulary List that
do exist in the target sentence to reflect the quality
of the Vocabulary List. Formally, for retrieved target
words,

RQ(VL) =

∑
y

∑
i 1(w

(i)
y ⊆ y)∑

y

∑
i w

(i)
y

(7)

As for Retrieval Quality, we observe that the re-
trieval quality for Syntax Patterns is 0.74, which
is relatively lower than that for English. However,
Llms can still gain improvements after applying
Syntax Patterns. Consequently, even if the qual-
ity of Syntax Patterns and Language Examples is
not exceptionally high, Llms can still glean valu-
able insights from them, thereby enhancing their
translation capabilities.

4.6. Off-Target Analysis
When translating to low-resource languages, the
target-side results can contain multiple languages,
for Llms struggle to recognize unfamiliar language
tags (off-target problem). We randomly select
10 languages and calculate the off-target rate as
shown in Table 3. The results show that direct tar-
get information in the context (simply as words in
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Figure 4: Hyper-parameters Grid Search on
BLOOMZ and ChatGPT, respectively. We randomly
select 30 languages from 112 low-resource lan-
guages and use the average COMET score on
Eng-Low directions to investigate the influence of
these two hyper-parameters.

Vocabulary List) can alleviate the off-target prob-
lem. Meanwhile, supplying sentences in target
languages proves more crucial in aiding off-target
problem than language tags.

4.7. Hyper-parameters Grid Search
Hyper-parameter K determines how many Lan-
guage Examples we choose in Textbook and N
defines how strictly we select the keywords. Since
both the number of Language Examples and key-
words can affect the length of input prompt in Llms,
we jointly evaluate the influence of these hyper-
parameters, as shown in Figure 4a and 4b. When
no Language Examples are selected (K = 0), N =
0.2 achieves the best performance on BLOOMZ.
However, when applying both Vocabulary List and
Language Examples, the limitation of the total in-
put length may restrict the translation performance.
From Figure 4a, we conjecture that ChatGPT can
accommodate a larger length of input tokens than
BLOOMZ. Heuristically, we set K = 2, N = 0.1 for
BLOOMZ and K = 3, N = 0.1 for ChatGPT to get
the best performance.

5. Conclusion

Motivated by the foreign language learning
paradigm of humans, we propose the Translate
After LEarNing Textbook (Talent) method, which
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applies a separate Absorption Stage for Llms with
a retrieved target Textbook before translation. Im-
proved results on 112 low-resource languages
show that Talent can enhance the ability of Llms to
comprehend low-resource languages and provide
sufficient language knowledge to generate accurate
and fluent sentences.
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