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Abstract
This short paper focuses on the coverage of eventive entries of some well-known lexical semantic resources when
applied to random running texts taken from the internet. In order to get the widest coverage, only verbs have been
chosen for the comparison, to get as many resources as possible (even though some of the resources cover other
parts of speech as well). While coverage gaps are often reported for manually created lexicons (which is the case
of most semantically-oriented lexical ones), it was our aim to quantify these gaps, cross-lingually, on a new purely
textual resource set produced by the HPLT Project from crawled internet data. Several English, German, Spanish
and Czech lexical semantic resources have been selected for this experiment. We also describe the challenges
related to the fact that these resources are (to a varying extent) semantically oriented, meaning that the texts have to
be preprocessed to obtain lemmas (base forms) and some types of MWEs before the coverage can be reasonably
evaluated, and thus the results are necessarily only approximate. The coverage of these resources, with some
exclusions as described in the paper, range from 41.00% to 97.33%, confirming the need to expand at least some
(even well-known) resources to cover the prevailing source of today’s textual resources with regard to lexical units
describing events or states (or possibly other eventive mentions).

Keywords: language resource, lexical semantics, event types, ontology, text corpora, plain text, textual cov-
erage

1. Introduction

Lexical semantic resources and ontologies, to-
gether with their syntactic counterparts, play an
important role in today’s NLP, even in the age of
powerful, but often factually incorrect LLMs like
ChatGPT or similar. Their (obvious) disadvan-
tage is however that due to the fact that they are
overwhelmingly manually curated, they are always
more or less incomplete. We are thus interested
in their coverage on running texts, i.e., measuring
how many occurrences of words (tokens) in some
text actually do appear in the lexical resource.1 In
order to make the comparison as broad as pos-
sible, we have only included verbs from the re-
sources being compared. Polysemy has not been
considered due to the absence of reliable (and
comparable across languages and/or resources)
word sense disambiguation tools capable of ac-
commodating the diversity of the resources. While
this approach introduces errors (by increasing cov-
erage because of the inevitable inclusion of non-
matching senses), we still believe that when com-
paring the resources on relative basis, the cover-
age figures are useful even if they cannot be taken
as fully accurate in absolute terms.

1In this paper, we do not cover [pun intended] lexical
coverage, i.e., the percentage of types which appear in
the lexicon, since even if it might be an interesting figure,
it is not much relevant when processing data.

There are many papers describing methods and
processes to increase coverage, both type-based
and token-based, using various approaches, from
manual (e.g., (Sio and Morgado da Costa, 2022))
to semi-automatic to fully automatic (with the ex-
pected increase in noise inversely proportionate
to the manual effort put in), e.g., (Feely et al.,
2012; Gábor et al., 2012; Samvelian et al., 2014;
Nimb et al., 2021). Increased coverage can also
be obtained indirectly via linking of resources
where each of them covers different areas of the
language, as in SemLink (Stowe et al., 2021),
SynSemClass (Urešová et al., 2020, 2022) or Ba-
belNet (Navigli and Ponzetto, 2010).

However, we could not find comparable figures
regarding the coverage of the existing resources
on large texts, especially those taken from the in-
ternet, available in large quantities. This paper
thus tries to fill this gap for languages that have
several such lexical resources available.

The paper is structured as follows: Sect. 2 de-
scribes the data used (both the textual and lexical
resources), Sect. 3 describes the data preprocess-
ing necessary to match the lexical resources’ en-
tries to text tokens, and Sect. 4 tabulates and dis-
cusses the results. Finally, we conclude and draw
future plans in Sect. 5. The data on which this
paper builds and the full outputs are available for
verification and reproducibility purposes at http:
//hdl.handle.net/11372/LRT-5444.

http://hdl.handle.net/11372/LRT-5444
http://hdl.handle.net/11372/LRT-5444
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2. Data

2.1. The Corpora Used
For this study, we have chosen data recently pro-
duced by the project called High Performance Lan-
guage Technologies (HPLT), which aims at collect-
ing large plain text data in 80+ languages and then
high-performance computing to build powerful and
efficient language and translation models.2 For
our purposes, we have used monolingual corpora
formatted as JSONL files which are compiled from
large web crawls provided by the Internet Archive
project3 and CommonCrawl.4 The HPLT project
has released its first dataset in September 2023;5
this is the data we have used, even though a new
(cleaner, but smaller) version 1.2 of the HPLT data
exists at the time of the final submission.6

For each of the languages there is a list (“map”)
of files containing the data.7 We have chosen,
for all our languages (English, Spanish, German,
and Czech) one sample called (3.jsonl.zst).8
From each of these files, the first 125,000 entries
have been kept, and the “text” field extracted
from each JSONL entry. Each such text string con-
tains a complete document as downloaded and
processed by the HPLT project to get a “clean” text.
These limits have been set to keep the sample text
corpus for each language around 100 million to-
kens. The exact sizes of the samples are:

Language Token count
English 104,408,596

German 98,956,434
Spanish 117,477,816

Czech 101,075,477

2.2. Lexical Resources Tested
For our coverage evaluation against the text cor-
pora as described above, we have chosen the fol-
lowing lexical resources:

• FrameNet (Baker et al., 1998) (English),9

2https://hplt-project.org
3https://archive.org
4https://commoncrawl.org
5https://hplt-project.org/datasets/v1
6https://hplt-project.org/datasets/v1.

2
7such as https://data.hplt-project.org/

one/monotext/de_map.txt
8This file (“shard”, numbered as 3) is present for all of

the four languages investigated. Given our experience
with initial and final files from any collection, we have
chosen the 3rd shard under the assumption that it might
be more “random” than the shards 1 and 2. No explicit
experiments to confirm this have been made, though.

9https://framenet.icsi.berkeley.edu, ver-
sion framenet_v17-1

(Ziem, 2020) (German)10

• WordNet (Fellbaum, 1998) (English)11, Czech
WordNet 1.9 PDT (Pala et al., 2011)12

• SynSemClass (Urešová et al., 2023) (English,
German, Spanish and Czech)13

• VerbNet (Kipper et al., 2006) (English)14

• EngVallex (Cinková et al., 2014) (English)15

• PropBank (Palmer et al., 2005) (English)16

• German Universal Propositions (Akbik et al.,
2015) (German)17

• E-VALBU (Kubczak, 2014) (German)18

• Spanish Verbal SenSem Lexicon (Fernández
et al., 2004) (Spanish)19

• AnCora (Taulé et al., 2008) (Spanish)20

• PDT-Vallex (Urešová et al., 2014) (Czech)21

• VALLEX 4.0 (Lopatková et al., 2020)
(Czech).22

Most of these 1723 resources are semantic in
nature, except for PropBank, EngVallex (which

10https://framenet-constructicon.hhu.
de/framenet/frameindex, downloaded list of
entries 10/18/2023

11https://wordnetcode.princeton.edu/wn3.
1.dict.tar.gz

12http://hdl.handle.net/11858/
00-097C-0000-0001-4880-3

13https://github.com/fucikova/
SynSemClass_multi/commits/main/Lexicons,
downloaded version 10/19/2023

14https://github.com/cu-clear/verbnet/
tree/master/verbnet3.4, last commit 11/10/2022

15http://hdl.handle.net/11858/
00-097C-0000-0023-4337-2

16https://github.com/propbank/
propbank-frames/releases/tag/v3.1, last
stable version 9/1/2016

17http://alanakbik.github.io/
UniversalPropositions_German/index.html,
version downloaded 10/18/2023

18https://grammis.ids-mannheim.de/verbs:
downloaded 3/24/2021 as a list of verbs only

19http://grial.edu.es/web/en/
downloads-access, request version
lexico_verbal_sensem_espanol-1.1

20https://clic.ub.edu/corpus/system/
files/2022-01/ancoralex-es-2.0.3.zip

21http://hdl.handle.net/11858/
00-097C-0000-0023-4338-F

22http://hdl.handle.net/11234/1-3524
23Counting different language versions of FrameNet,

WordNet and SynSemClass separately.

https://hplt-project.org
https://archive.org
https://commoncrawl.org
https://hplt-project.org/datasets/v1
https://hplt-project.org/datasets/v1.2
https://hplt-project.org/datasets/v1.2
https://data.hplt-project.org/one/monotext/de_map.txt
https://data.hplt-project.org/one/monotext/de_map.txt
https://framenet.icsi.berkeley.edu
https://framenet-constructicon.hhu.de/framenet/frameindex
https://framenet-constructicon.hhu.de/framenet/frameindex
https://wordnetcode.princeton.edu/wn3.1.dict.tar.gz
https://wordnetcode.princeton.edu/wn3.1.dict.tar.gz
http://hdl.handle.net/11858/00-097C-0000-0001-4880-3
http://hdl.handle.net/11858/00-097C-0000-0001-4880-3
https://github.com/fucikova/SynSemClass_multi/commits/main/Lexicons
https://github.com/fucikova/SynSemClass_multi/commits/main/Lexicons
https://github.com/cu-clear/verbnet/tree/master/verbnet3.4
https://github.com/cu-clear/verbnet/tree/master/verbnet3.4
http://hdl.handle.net/11858/00-097C-0000-0023-4337-2
http://hdl.handle.net/11858/00-097C-0000-0023-4337-2
https://github.com/propbank/propbank-frames/releases/tag/v3.1
https://github.com/propbank/propbank-frames/releases/tag/v3.1
http://alanakbik.github.io/UniversalPropositions_German/index.html
http://alanakbik.github.io/UniversalPropositions_German/index.html
https://grammis.ids-mannheim.de/verbs
http://grial.edu.es/web/en/downloads-access
http://grial.edu.es/web/en/downloads-access
https://clic.ub.edu/corpus/system/files/2022-01/ancoralex-es-2.0.3.zip
https://clic.ub.edu/corpus/system/files/2022-01/ancoralex-es-2.0.3.zip
http://hdl.handle.net/11858/00-097C-0000-0023-4338-F
http://hdl.handle.net/11858/00-097C-0000-0023-4338-F
http://hdl.handle.net/11234/1-3524
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Figure 1: Using a dependency parser output for
identifying phrasal verbs - example: (look_up) in
the sentence You can look it up easily.

also includes most of PropBank verbs), GUP, E-
VALBU, AnCora, PDT-Vallex and VALLEX, which
display mostly syntactic features like valency, even
though they contain some semantic features as
well:

Language Semantic Syntactic(-semantic)
Lexicons Lexicons

English 4 2
German 2 2
Spanish 2 1

Czech 2 2

3. Data Preprocessing

Given the nature of lexical resources, especially
those referring to eventive word senses (or mean-
ings, as the semantic ones inevitably do), the plain
texts cannot be used directly, since the various
forms (especially for highly inflective languages
like Spanish or Czech) do not match the lexical
entries, which are typically verb lemmas or other
base forms, often even in the form of a multiword
expression (MWE), such as for reflexive verbs (de:
sich verstellen, cs: šířit se, etc.) or phrasal verbs
(en: look up - see Fig. 1 for an example of using
the output of the UDPipe parser for identifying a
phrasal particle (up) attached to a verb (look), us-
ing the compound:prt dependency relation). Text
analysis has to be used to get the lemmas or base
verb forms to match against the lexical units in the
lexical resource entries. In addition, some words
types have to be excluded due to their non-content
nature, such as modal verbs–these are normally
not included as an entry in lexical semantic re-
sources. This requires even deeper analysis that
just getting the lemmas.

We have used the UDPipe tool,24 capable of per-
forming tagging, lemmatization and syntactic (de-
pendency) analysis in order to find just those verbs
for which we need to compute the coverage, and
in the right base form, including MWEs.25

24https://ufal.mff.cuni.cz/udpipe/2
25The syntactic dependency analysis has been used

The UDPipe in version 2 is trained on the
Universal Dependencies v2 (Nivre et al.,
2020) datasets for more than 100 languages.
We have used the 2.12 models (named
<prefix>-ud-2.12-230717) as follows:26

• for Czech: prefix czech-pdt,

• for English: prefix english-ewt,

• for German: prefix german-gsd,

• for Spanish: prefix spanish-ancora.

The following attributes (columns in the CoNLL-
U format) of the UDPipe output have been used:

• the LEMMA column to get the lemma or base
form of a reflexive or particle,

• the UPOS column to search for the values of
VERB, PRON, and ADP that signal the rele-
vant words,

• the DEPREL column to find components of
verbal MWEs (phrasal and reflexive),

• the FORM column to distinguish Czech reflex-
ives se, si.

Based on them, we have constructed a
“matching-ready” form for each VERB token in the
data. While the use of the LEMMA column is
obvious, the additional information (especially the
syntactic relation for compounds using a particle
(compound:prt), which the analyzer recognized
as being dependent of the VERB) allowed us to
match also phrasal verbs (such as en: break away,
look up), verbs with separated prefix in German
(such as de: mitgehen) and reflexives (cs: smát
se, de: sich vorstellen). The manual inspection
of the lexical resources used enabled us then to
correctly form the final matching lexical string (pro-
noun/particle before/after the verb lemma, joined
by space, comma or underscore).

Given that (a) the texts are relatively noisy
in terms of various formatting problems, miss-
ing spaces etc., and (b) the UDPipe tool still
makes some (albeit rare) mistakes even on cor-
rect verbs (typically in short or nonstandard con-
texts), we have computed “maximum noise” fig-
ures that show how much the coverage might be
influenced (to the worse) by these (possibly) non-
verbs. The figures are based on reliable, manually
curated sources of lexicons or verbal lemma lists
extracted from them. Examples of non-verbs are
strings such as in en: 25build, de: Ursachen or

only for the various types of MWE identification, how-
ever.

26https://ufal.mff.cuni.cz/udpipe/2/
models#universal_dependencies_212_models

https://ufal.mff.cuni.cz/udpipe/2
https://ufal.mff.cuni.cz/udpipe/2/models #universal_dependencies_212_models
https://ufal.mff.cuni.cz/udpipe/2/models #universal_dependencies_212_models
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Verb Occurrences Possible noise Possible noise Attested Attested
Language lemmas in corpus (lemmas) (tokens) lemmas tokens

English 34,526 9,197,397 80.57% 2.78% 6,710 8,941,473
German 56,443 6,244,389 95.40% 18.00% 2596 5,120,287
Spanish 57,481 8,843,767 95.35% 13.54% 2675 7,646,483

Czech 37,156 5,462,633 79.81% 7.96% 7501 5,027,974

Table 1: Filtering out corpus noise

cs: implantát, wrongly analyzed or “guessed” by
UDPipe to be VERBs. The statistics on this “maxi-
mal” noise are summarized in Table 1: the noise in
terms of lemmas is very high, but the token counts
are influenced much less.

Language Verbs excluded Percent
English be can could have may

make must will would
5.44%

German dürfen haben können
mögen müssen sein
sollen wollen

3.90%

Spanish deber poder querer
saber ser soler

1.56%

Czech být dělat lze muset
moci mít smět

10.91%

Table 2: Modal (and other) verbs excluded, in %

In addition, modals, and copulas have been ex-
cluded (Table 2). These either do not possibly rep-
resent verbs that would be expected to have a sep-
arate entry in lexical semantic resources, or are
ambiguous enough not to be included in these re-
sources. Given that the texts cannot be (as of yet)
analyzed fully semantically for a better matching,
they have been excluded, too.

4. Results

The resulting coverage on the final set of lemmas
tested for coverage is presented in Table 3, with
the “winners” in each language in bold. The ba-
sis for the coverage percentages (last column) is
still the original number of verb occurrences in the
texts used, i.e., the third column as seen in Ta-
ble 1,27 minus the excluded modals and other such
verbs, as seen in Table 2.

The resources are ordered from the “most
semantic” ones (FrameNet, WordNet, SynSem-
Class) to the “least semantic,” such as the valency
lexicons used for the Spanish and Czech tree-
bank annotation. With the exception of German

27Table 1 serves only as an indication of noise in the
data, but the possibly problematic verbs have not been
excluded from the coverage computation.

E-VALBU valency lexicon, the more syntactially-
oriented lexicons show higher coverage (with Prop-
Bank showing its maturity with the highest cover-
age of all the lexicons), while among the seman-
tic ones, WordNet wins for English (and overall),
but has poor coverage for Czech. However, Word-
Net –except for the hierarchical relations among
its synsets– does not offer additional semantic (or
even syntactic) information for annotation or other
applications, as opposed to FrameNet(s), VerbNet
or SynSemClass. From these richly annotated se-
mantic/syntactic resources, SynSemClass for En-
glish (and to a certain extent, for Czech) offers the
best coverage, followed very closely by VerbNet.

While keeping the original verb occurrences
counts despite the noise in the data, as presented
in Table 1, lowers the coverage due to possi-
bly dubious verbs being counted, the filtering of
modals and copulas (Table 2), on the other, hand
inevitably increases the coverage. However, we
deem it fair to do so, as it is not expected that these
verbs would have an entry in semantic lexical re-
sources (WordNet is an exception, but for compar-
ison purposes, it has been simply treated the same
way).

The controversial point might be the exclusion
of verbs like to be, to have or to do, since they
do have, depending on context or use, its own se-
mantic “content” meaning (e.g., existential to be)
and are (or should) be covered in resources like
FrameNet, VerbNet or SynSemClass. However,
even with the UDPipe analysis, it would be difficult
to distinguish, e.g., the many senses of to have
and its counterparts in the other languages. We
thus hope that by excluding them, the coverage
will be closer to the actual one than by not exclud-
ing them. This has been done uniformly across
all the resources, with the aim of minimizing its in-
fluence on the differences among the resources
when comparing them.

5. Conclusions and Future Work

As described and presented in our paper, we have
tried to quantify the coverage of widely used lex-
ical resources, mainly those reflecting semantics,
on recent internet texts. The results vary widely,
with some of the most popular resources (Word-
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Lexical Language Coverage Coverage
resource (tokens) (percent)

FrameNet English 7,464,343 85,82%
FrameNet German 2,460,251 41.00%
WordNet English 8,465,366 97.33%
WordNet Czech 2,586,432 53.15%

SynSemClass English 7,959,432 91.51%
SynSemClass German 3,339,962 55.66%
SynSemClass Spanish 6,627,769 76.13%
SynSemClass Czech 4,125,642 84.77%

VerbNet English 7,657,626 88.04%
SenSem Spanish 4,732,521 54.36%

PropBank English 8,433,779 96.97%
EngVallex English 8,275,981 95.15%
E-VALBU German 3,235,501 53.92%

GUP German 4,729,042 78.81%
AnCora Spanish 7,508,545 86.25%

PDT-Vallex Czech 4,374,973 89.90%
VALLEX Czech 4,239,811 87.12%

Table 3: Coverage of all the lexical resources used

Net and PropBank/EngVallex, all for English) and
some others showing relatively high (albeit not per-
fect, as expected) coverage. For the non-English
languages, the situation is substantially worse –
with exceptions, such as AnCora for Spanish and
PDT-Vallex and SynSemClass for Czech.

The matching algorithm can still be substan-
tially improved. The (syntactic) UDPipe parser
can still provide more information than we have
been able to use, such as proper distinction be-
tween auxiliary and modal verbs and the content-
bearing ones, etc. Of course a good semantic
parser would be the ultimate solution to use, allevi-
ating the need for approximations and exclusions
–provided that the parser would be trained on an
annotation matching the lexical resources (which
by itself is a non-trivial task to do for 17 resources),
which differ in the treatment of reflexive particles,
phrasal verbs, MWEs in general, treatment of light
verbs, and in the semantic labeling schemas.

In the future, we also plan to extend the set of
lexical resources for which coverage is computed,
and redo those for which (if and when) new ver-
sions become available. If interest persists, we will
publish a “dashboard” where further figures on cov-
erage on these and possibly additional resources
will be posted.

As is becoming common practice, we have pack-
aged and published the data on which this paper
builds as well as its full outputs, to allow for verifi-
cation.28

28http://hdl.handle.net/11372/LRT-5444
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