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Abstract
Research on conceptual abstraction has investigated the differences in contextual distributions, or “contextual
variability,” of abstract and concrete concept words (e.g., love vs. cat). Empirical studies on this topic show that
abstract words tend to occur in diverse linguistic contexts, while concrete words are typically constrained within more
homogeneous contexts. Nonetheless, these investigations have somewhat overlooked a factor that influences both
abstract and concrete concepts: Categorial Specificity, which denotes the inclusiveness of a category (e.g., ragdoll
vs. mammal). We argue that more specific words are tied to narrower domains, independently or whether they are
concrete or abstract, thus resulting in a diminished degree of contextual variability when compared to generic terms.
In this study, we used distributional models to investigate the interplay between contextual variability, concreteness,
specificity, and their interaction. Analyzing 676 English nouns, we found that contextual variability is explained by
both concreteness and specificity: more specific words have closer contexts, while generic words, whether abstract
or concrete, exhibit less related contexts.
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1. Introduction and Related Works

Gaining a comprehensive understanding of the cog-
nitive mechanisms underlying the processing of
concrete and abstract meanings remains a pivotal
yet unresolved question in cognitive science (Barsa-
lou and Wiemer-Hastings, 2005). One of the most
prominent theories explaining the distinctions be-
tween these two types is the Context Availability
Hypothesis (Schwanenflugel et al., 1988), accord-
ing to which there are differences in the availability
and strength of contextual associations between
concrete and abstract words. Specifically, concrete
words are deemed “semantically richer" than ab-
stract ones, thereby accounting for their processing
advantage, often referred to as the “concreteness
effect" (Jessen et al., 2000).

The exploration of the distributional attributes of
concrete and abstract concepts and words has fol-
lowed different routes, employing diverse metrics
to investigate how words manifest within contexts.
We employ the overarching term “contextual vari-
ability" (CV; Hoffman, 2016) to encompass all the
proposed metrics of contextual behaviors. Broadly
speaking, contextual variability refers to the number
of different contexts in which a word is encountered
(Johns and Jones, 2022). Previous research on
contextual variability has revealed that words re-
ferring to concrete concepts tend to appear in a
limited but highly similar set of contexts (Hoffman
et al., 2013; Hoffman and Woollams, 2015), while
abstract concepts exhibit a higher degree of variabil-
ity across contexts.Several computational studies
have delved into conducting a thorough corpus-
based analysis to discern the distinctions between

concrete and abstract words (Recchia and Jones,
2012; Frassinelli et al., 2017; Naumann et al., 2018;
Frassinelli and Im Walde, 2019; Schulte im Walde
and Frassinelli, 2022). These investigations con-
sistently reveal a common pattern: concrete words
display a preference for co-occurring with other con-
crete words, while abstract words tend to co-occur
more frequently with other abstract words.

However, previous investigations have concen-
trated on the divergence between concrete and
abstract concepts, disregarding their difference in
Categorial Specificity, namely, the level of inclu-
siveness within the referential category (Bolognesi
et al., 2020; Bolognesi and Caselli, 2022). This
methodology can be problematic, as it might lead
to comparisons between very specific concrete con-
cepts, such as strawberry, and highly generic ab-
stract concepts like knowledge, or very generic con-
crete concepts like substance and very specific ab-
stract concepts like bankruptcy. Crucially, generic
and specific words may display distinct contextual
distributions: specific words may tend to occur in
limited contexts because they refer to precise enti-
ties in texts characterized by high-resolution seman-
tics. Conversely, generic words may be found in a
broader array of diverse contexts due to their less
precise nature, making them adaptable to differ-
ent contexts. Moreover, generic words may be en-
countered in texts characterized by low-resolution
semantics, thus appearing in a broader range of
loosely related contexts.
Contributions This study has a dual purpose: i.)
to enhance our understanding of the distinctions
between concrete and abstract words and concepts
while introducing the previously overlooked factor of
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specificity, and ii.) to explore potential variations in
contextual variability across languages, particularly
between English and Italian, analyzed by Rambelli
and Bolognesi (2023). By providing a contextual
analysis of words that vary in concreteness while
considering specificity, this research contributes
significantly to the ongoing discussion regarding
how meaning is represented in the human mind.
Additionally, it holds promise for improving NLP
applications (such as text classification, summa-
rization, simplification, and information retrieval),
ultimately enhancing the accuracy and quality of
tasks related to language understanding and gen-
eration.

2. Materials and Methods

2.1. Data
For this study, we employed words annotated with
specificity scores collected using the same method
described in Bolognesi and Caselli for Italian by
Ravelli et al. (2024). Specificity ratings were ob-
tained for 1,034 words from the ANEW dataset.
These words are also annotated for concreteness
(ratings gathered by Brysbaert et al., 2014).

To compute contextual variability measures, we
built a Distributional Semantic Space (DSM) for
English using the word2vecf model (Levy and
Goldberg, 2014). Co-occurrences were extracted
from a large corpus of English comprising ukWaC
(Baroni et al., 2009) and Wikipedia 2018, totaling
about 2 billion tokens. The corpora were processed
using the CoreNLP pipeline (Manning et al., 2014)
for tokenization, lemmatization PoS tagging, and
dependency parsing. The DSM was trained on
nouns, verbs, and adjectives with frequencies of
at least 100. We extracted <target, context> pairs
within a window of ±10 words with a frequency >
201. We used the skip-gram algorithm with default
settings: no hierarchical softmax, 15 negative sam-
ples, and 300 vector dimensions. For experiments,
we selected 676 nouns from the dataset attested
in the DSM2.

2.2. Contextual Variability’s Measures
Previous empirical models have yielded a note-
worthy insight into the relationship between word
abstractness and contextual diversity. Essentially,
these models indicate that abstract words tend to

1Given that a larger window size produced higher R2

values for several CV metrics (compared to a window
size = 2; cf. Rambelli and Bolognesi, 2023), we chose
to replicate the study using only a window size of 10.

2Data and scripts available at
https://osf.io/mhsdv/?view_only=
2636353fb4d34e80a942540a42f28469.

appear in a wider array of contexts, while concrete
words are typically found in fewer contexts (Recchia
and Jones, 2012; Hill et al., 2014). To operational-
ize the concept of contextual variability – which
pertains to how closely a word relates to its con-
texts – researchers have employed Distributional
Semantic Models (DSMs). Following Rambelli and
Bolognesi (2023), we computed several measures
of contextual variability, organized into two groups.

Neighborhood density indicates how closely a
word relates to its paradigmatic neighbors within
the distributional space. We used two measures
introduced by Schulte im Walde and Frassinelli
(2022): Target-Neighbors (TN) similarity, which cal-
culates the average vector-space distance between
a target word and its k-nearest neighbors, and
Neighbors-Neighbors similarity (NN), which quan-
tifies the average vector-space distance between
the k-nearest neighbors of the target word. Con-
versely, Context Richness explores the syntag-
matic contexts in which a word appears, focusing
on the strength of the relationship between a target
noun and its most associated contexts. We em-
ployed measures inspired by Schulte im Walde and
Frassinelli (2022), namely, Target-Contexts similar-
ity (TC) and Contexts-Contexts similarity (CC), and
the Distributional of Context Richness (DCR) mea-
sure proposed by Lenci et al. (2018), which ranks
contexts and calculates the mean of scores of the
k-top contexts. Finally, we computed Contextual
Entropy (H; Shannon 1948), which quantifies the
informativeness of linguistic contexts surrounding
a word. Higher entropy values suggest greater un-
certainty in word occurrence given its linguistic con-
texts (McDonald and Shillcock, 2001 use entropy to
model their “Contextual Distinctiveness” measure).
Neighborhood density and context richness repre-
sent similarities with paradigmatic or syntagmatic
contexts, so we maintain their separation to avoid
misinterpretations in our analyses.

3. Experiments

Given our 676 selected nouns, we calculated all
the CV metrics mentioned above, varying the value
of k (5, 10, 20, 50) to understand the impact of
different numbers of contexts/neighbors on TC, CC,
TN, and NN scores. We ranked contexts using two
association measures: Positive Pointwise Mutual
Information (Church and Hanks, 1990), used for
DCR, and Local Mutual Information (Evert, 2009)3,
applied to select contexts for TC and CC.

In the main experiment, we conducted a series
of regression analyses4 with the objective of un-
covering the relationships between CV metrics and

3LMI is the co-occurrence frequency multiplied by PMI
and mitigates bias towards low-frequency events.

4Computed in R (v. 3.6.3) with stats package.

https://osf.io/mhsdv/?view_only=2636353fb4d34e80a942540a42f28469
https://osf.io/mhsdv/?view_only=2636353fb4d34e80a942540a42f28469
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Concreteness/Specificity scores. In a more gran-
ular breakdown, we performed linear regressions
where the contextual variability metric served as
the dependent variable, and we considered three
independent variables: i) solely the Concreteness
score, ii) solely the Specificity score, and iii) the in-
teraction between Concreteness and Specificity. In
each model, all predictors were centered. Figure 1
reports the coefficient of determination, denoted
as Adjusted R2, which signifies the proportion of
the overall variability in the dependent variable that
the regression model accounts for. Higher R2 val-
ues (indicated by darker colors) suggest that the
regression model effectively explains a substantial
portion of the variation in context variability.

3.1. Regression Analyses
Concreteness effect Firstly, we observed how
each measure is affected by Concreteness. In Ram-
belli and Bolognesi (2023), concreteness values
of Italian words account for only a modest propor-
tion of the variance in contextual variability scores,
ranging from 1.3% to 5%. For English, some CV
measures are better explained by Concreteness,
namely NN and TC ones, which explain over 10% of
the variance. Moreover, these two scores strongly
correlate (Spearman’s ρ=0.385). We could infer
that these two measures are complementary: con-
crete words occur in very similar contexts and with
each other, providing similar representations for all
words that co-occur in the same scenario. These
results confirm Schulte im Walde and Frassinelli
(2022): the distributionally most similar context
words in relation to a target (TC) depends on the
target’s concreteness, i.e., the higher this average
vector-space similarity is, the more concrete the
target words are. However, Concreteness also par-
tially explains NN, while it is the worst neighborhood
density for detecting concrete nouns for both pre-
vious English experiments. It is still to investigate
whether it depends on the dataset design or the
DSM over which similarities are computed.
Specificity effect Considering the model with
Specificity as an independent variable, we found
that NN and TC have a R2 of around 9-13%, al-
though they are somewhat lower compared to the
previous model. Nevertheless, contextual entropy
plays a prominent role in accounting for variance.
Notably, we observe a negative correlation be-
tween Specificity and entropy: as Specificity in-
creases, entropy decreases. This implies that spe-
cific words, whether concrete or abstract, are highly
expected within their contexts, whereas generic
words are more surprising because they appear
in a wider range of contexts, leading to higher en-
tropy. This finding aligns with what was reported

5All reported correlations have p-values<.001.

Figure 1: Summary of the three groups of regres-
sions (columns) given CV measures as the depen-
dent variable (rows). Cells report Adjusted R2 val-
ues and p-values (*:<.05, **:<.01, and ***:<.001).

by Schulte im Walde and Frassinelli (2022), where
entropy emerges as a significant predictor for dis-
tinguishing the more specific word in a pair.

To illustrate this point, consider the case of pasta
and food: they are both concrete words (4.86 and
4.8, respectively) but differ in specificity (ratings:
4.23 and 1.52, respectively), and consequently
they have a different association to their contexts
(TC_10: .65 vs .49). For instance, pasta has other
types of food as top-contexts, such as dish (0.666),
sauce (.81), bread (.68), rice (.59), food (.49), salad
(.78). Conversely, food is associated heteroge-
neous words describing events (verbs like eat (.64),
find (.29)), nouns loosely related to food (drink (.61),
chain (.35), animal (.51), and typical collocations
(fast (.22) for fast food). This trend is present, thus
less evident, even for abstract words: a specific
word like bereavement (c:2.33; s:3.38) is associ-
ated with nouns related to grieving (allowance (.41)
benefit (.37), support (0.29), loss (.28); grief (0.55)).
On the contrary, a generic term like wish (c:.77;
s:2.1) highly occurs with less semantically related
words (e.g., best (.19), express (.32), have/V (.19),
list (.23), grant). This observation supports the find-
ings for Italian nouns and underscores the idea that
more generic words tend to occur in a variety
of contexts that are not closely tied to the target
word, while more specific words exhibit a stronger
association with similar contexts.
Interaction effects While CV measures have been
investigated to predict Concreteness or Specificity,
the interaction between the two metrics was never
taken into consideration for English nouns to the
best of our knowledge. The results again reveal that
TC measures are good metrics, encompassing a

6Number in parentheses refer to the cosine similarity
between the target noun and the context word.
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Figure 2: Interaction plot: relationship between
Conc and TC_10 for different levels of Spec.

Figure 3: Interaction plot: Concreteness and En-
tropy for different levels of Spec.

greater portion of variance compared to the two pre-
ceding models, as the interplay of these two factors
influences them. Furthermore, the R2 score for the
model with entropy exceeds 26%, similar to what
was observed in the case of Italian when consider-
ing contextual entropy. Figure 2 visually illustrates
the interaction effects between Concreteness and
Specificity on the TC_10 measure, which quantifies
the average similarity between a target word and its
top 10 contexts. Notably, a “concreteness effect"
(Jessen et al., 2000) is evident for specific terms
(orange line): lower concreteness scores correlate
with lower context richness (TC), while higher con-
creteness ratings result in greater context similarity.
However, generic words (blue line) tend to have the
same score independently of their concreteness.
Figure 3 reports the interaction on entropy. Simi-
larly to what was reported for Italian: Generic words,
whether concrete or abstract, exhibit high entropy
(blue line), indicating they are less expected within
the given context. In contrast, specific words (or-
ange line) have a low entropy, with abstract-specific
words having lower entropy than concrete-specific
words, implying that highly specific and abstract
words are more predictable within their context
than highly specific and concrete ones.

3.2. Correlations
We computed the correlations among specificity
ratings, concreteness norms, and CV measures.

First of all, we observe a high correlation between
Concreteness and Specificity (Spearman’s ρ=0.71),
which is higher than what was observed for Ital-
ian, but in line with the correlation coefficient re-
ported by Schulte im Walde and Frassinelli (2022)
for a subset of 226 English nouns (Spearman’s
ρ=.704). Moreover, Concreteness positively corre-
lates with TC_10 and NN_5 (Spearman’s ρ= .44
and .42, respectively). Overall, TC and TN mea-
sures are highly correlated, indicating that neighbor-
hood density and contextual richness are closely
related. Finally, all distributional metrics are posi-
tively correlated with Concreteness and Specificity,
with an exception for entropy, which is negatively
correlated with Specificity (Spearman’s ρ= -0.42);
it also exhibits no correlation with Concreteness
(ρ=-0.05).

As an additional investigation, we computed the
correlation between Italian and English scores7.
First, the variables of primary interest, namely Con-
creteness and Specificity, remain relatively stable
between the two languages, with high correlation
scores (.824 and .797, respectively). We also com-
puted the correlation between CV measures in Ital-
ian and English (Table 1). Among others, entropy
shows a high correlation (.746), while the other CV
measures have a slight positive correlation, which
usually decreases with the increasing number of
neighbors/contexts. This observation tells us that
entropy is a robust measure of CV independently
of language and corpus size. At the same time,
further investigations have to be carried out to un-
derstand how the other metrics are reliable for this
kind of investigation.

3.3. Analysis of Contexts
Finally, we looked at the lexical-semantic prop-
erties of the context words, as we believe this
could provide useful insight into the differences
between words varying in Concreteness and Speci-
ficity. We offer below some preliminary consider-
ations for nouns, but the distributions of the con-
texts would benefit a larger analysis across part-
of-speech (POS) to identify predominant patterns.
Firstly, nouns are the most common POS associ-
ated with other nouns (around 50% or more), with
verbs and adjectives being less frequent. When or-
dering words by Concreteness or Specificity, it’s ev-
ident that more concrete words typically have other
nouns as exclusive contexts, although there’s no
such pattern for specific terms. Furthermore, we ex-
amined how concrete the top 10 contexts of target
nouns are for various concreteness and specificity
values. Considering only the words within Brys-

7Correlations were computed over 586 nouns attested
in both Italian and English analyses using Spearman’s ρ
coefficient.
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metric Spearman’s ρ
specificity 0.797
concreteness 0.824
TN_5 0.323
TN_10 0.308
TN_20 0.272
TN_50 0.192
NN_5 0.158
NN_10 0.137
NN_20 0.065
NN_50 0.013
TC_5 0.238
TC_20 0.207
TC_10 0.269
TC_50 0.116
CC_5 0.196
CC_10 0.218
CC_20 0.219
CC_50 0.183
entropy 0.746
DCR 0.442

Table 1: Correlations between Italian and English
metrics.

baert’s dataset, we found that the concreteness of
contexts is higher for more concrete nouns (Spear-
man’s ρ = 0.71; Frassinelli and Im Walde 2019),
and also, more specific words tend to have more
concrete contexts (Spearman’s ρ = 0.62). Simi-
larly, we computed the Specificity values of context
words by applying the metric proposed in Bolognesi
et al. (2020) (cf. Specificity 3 measure). Correla-
tions are moderately high (Spearman’s ρ = .42 for
Concreteness, ρ=.46 for Specificity), proving that
context words also vary in specificity when a word
is more or less concrete or generic. Overall, this
is further confirmation that adding the Specificity
axis provides a better understanding of the distribu-
tional signature of words instead of relying on only
Concreteness.

4. Conclusion

These analyses hereby presented provide a more
comprehensive view of the relationship between
abstraction and contextual variability compared
to previous research. Notably, by considering
an overlooked aspect of abstraction, Categorical
Specificity, we have found that contextual vari-
ability differences depend on both Specificity and
Concreteness. In particular, specific words have
well-defined, similar contexts, while generic words,
whether abstract or concrete, have broader and
more diverse contexts. Unlike in Italian, Concrete-
ness plays a more significant role in explaining noun
contextual variability in English. However, Speci-
ficity, or the interaction between these two factors,

accounts for a more significant portion of the varia-
tion in the regression analyses. Additionally, a cor-
relation analysis demonstrated that the measure of
entropy is cross-linguistically reliable, while mea-
sures computed using similar neighbors or syntag-
matic contexts are correlated but more language-
dependant. Future research should delve into a
more detailed examination of other parts of speech,
such as adjectives and verbs. Efforts should also
focus on re-running the analysis on Italian and En-
glish corpora of comparable size.
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• NN: the average vector-space distance be-
tween the k nearest neighbors of t.

NN(t) =
1

k

k∑
i=1

k∑
j=1

similarity(i, j) (2)

where i ̸= j

• TC: the average vector-space distance be-
tween t and its k top contexts.

TC(t) =
1

k

k∑
c=1

PPMI(t, ci) (3)

• CC: the average vector-space distance be-
tween the k top contexts of t.

CC(t) =
1

k

k∑
i=1

k∑
j=1

similarity(i, j) (4)

where i ̸= j

• DCR: the mean of the PPMI scores of the k
top contexts of the target noun t.

DCR(t) =
1

k

k∑
i=1

PPMI(t, i) (5)

B. Descriptive Analysis

We report below the mean and standard deviation
of all CV metrics computed.

metric mean stdev
TN_5 0.615 0.064
TN_10 0.589 0.060
TN_20 0.562 0.057
TN_50 0.525 0.055
NN_5 0.565 0.092
NN_10 0.542 0.081
NN_20 0.523 0.078
NN_50 0.501 0.076
TC_5 0.435 0.103
TC_10 0.415 0.084
TC_20 0.390 0.070
TC_50 0.350 0.058
CC_5 0.325 0.083
CC_10 0.307 0.059
CC_20 0.288 0.045
CC_50 0.262 0.031
DCR 165.796 1353.744
entropy 8.785 1.909

Table 2: Descriptive statistics of CV measures.
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