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Abstract
Can emojis be composed to convey intricate meanings like English phrases? As a pioneering study, we present
the Emoji-Lexical Composition (ELCo) dataset, a new resource that offers parallel annotations of emoji sequences
corresponding to English phrases. Our dataset contains 1,655 instances, spanning 209 diverse concepts from tangible
ones like “right man” ( ) to abstract ones such as “full attention” ( , illustrating a metaphoric composition of
a focusing face and writing hand). ELCo enables the analysis of the patterns shared between emoji and lexical
composition. Through a corpus study, we discovered that simple strategies like direct representation and reduplication
are sufficient for conveying certain concepts, but a richer, metaphorical strategy is essential for expressing more
abstract ideas. We further introduce an evaluative task, Emoji-based Textual Entailment (EmoTE), to assess the
proficiency of NLP models in comprehending emoji compositions. Our findings reveals the challenge of understanding
emoji composition in a zero-shot setting for current models, including ChatGPT. Our analysis indicates that the intricacy
of metaphorical compositions contributes to this challenge. Encouragingly, models show marked improvement
when fine-tuned on the ELCo dataset, with larger models excelling in deciphering nuanced metaphorical compositions.

Keywords: Corpus (Creation, Annotation, etc.), Lexicon, Lexical Database, Semantics, Textual Entailment
and Paraphrasing

1. Introduction

Emojis, with their rich visual and emotional lexicon,
traditionally enhance verbal languages like English,
for example, signifies agreement. Even though
without a standardized grammar, users have intu-
itively developed conventions for crafting longer
emoji sequences: signifies strong recom-
mendation, while symbolises cel-
ebration. This prompts the question: Can the com-
position of emojis convey complex meanings on
their own?

Words merge to craft meanings: “baby oil” is
perceived as oil made for babies, not extracted
from them. Similarly, consider the pairing of emojis
like and , the common interpretation leans
towards bear living in snowy habitats, rather than a
bear consuming snow. This leads us to explore the
underlying strategies that guide emoji composition.

To the best of our knowledge, no existing dataset
offers systematic annotations for emoji compo-
sition. Most prior studies incorporate emojis
only as supplementary features to text comments
(Na’aman et al., 2017; Barbieri et al., 2018). Ex-
ceptions to this trend are primarily confined to the-
oretical analysis (Cohn et al., 2019; Wicke and
Bolognesi, 2020) or are restricted in scale due to
data limitations (Shoeb and de Melo, 2021). To
address this research gap, our study makes an
initial exploration into lexical-level emoji compo-
sitions, which we believe form the foundation for

tackling more complex sentence-level tasks. To
this end, we introduce the ELCo dataset, offering
parallel annotations of English phrases and corre-
sponding emoji sequences. Our analysis of ELCo
reveals that emoji composition follows certain rules.
Simple strategies, such as direct mapping, are em-
ployed for tangible concepts ( ≡ “right man”).
Perhaps more interestingly, more intricate strate-
gies are preferred when expressing metaphorical
meanings ( entails “full attention” due to the
combination of a focusing face and a writing hand)
or using a series of emojis to suggest a concept
( entails “bright future” as the emojis to-
gether suggest a joyful state and prosperous pro-
fessions). We also observe a slight correlation that
the more metaphorical the phrase, the greater the
diversity in emoji choices. These strategies not
only present unique challenges to emoji composi-
tion, but also make it an intriguing subject of study.

To benchmark NLP models’ ability to compre-
hend emoji composition, we introduce an Emoji-
based Textual Entailment (EmoTE) task. This task
assesses a model’s capability to determine if an
emoji sequence entail an English phrase, demand-
ing a deep comprehension of emoji composition.
Our task draws inspiration from Lyu et al. (2022)
who studied complex lexical compositions. Our
findings indicate that EmoTE is challenging for
BERT, RoBERTa, and BART models, as they only
modestly outperform a random baseline (achieving
60% accuracy compared to 50%), and their per-
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formance significantly falls relative to their perfor-
mance on their standard training dataset (MNLI for
textual entailment). Next, we explore if fine-tuning
on the ELCo dataset can enhance these models’
performance on the EmoTE task. Post fine-tuning,
we observe an uptick in accuracy across all models.
Notably, metaphorical compositions appear to be
the most challenging to interpret, although larger
models exhibit a superior capacity to learn these
representations. Finally, although not replicable,
we evaluate the performance of ChatGPT on the
EmoTE task out of interest. ChatGPT faces simi-
lar challenges to BERT models under a zero-shot
setting (achieving 60% accuracy), highlighting the
unique challenges inherent in emoji composition.

Our contributions can be summarized as follows:

• We present ELCo dataset as a pioneering re-
source to analyze the parallels and disparities
between the composition of emojis and tradi-
tional languages.1

• Leveraging the EmoTE task, we validate com-
prehending emoji composition as a challeng-
ing task, with initial model accuracy around
60%, and highlight ELCo’s role in boosting this
performance to > 80%, thus aiding the learn-
ing of human methods for composing emoji
sequences (§5-6);

• Through an in-depth corpus study, we observe
that metaphorical representations are both
abundant and intriguing. Humans tend to sub-
tly favor diverse emoji choices in such con-
texts, underscoring the inherent complexity
and challenge of this representation (§4).

2. Related Work and Background

2.1. Lexical Compositions
Lexical composition involves deriving the mean-
ing of larger linguistic units by combining individual
lexical items in a grammatical manner (Reddy et al.,
2011; Yu and Ettinger, 2020). Modeling lexical com-
position is challenging because the compound’s
meaning goes beyond a simple sum of its con-
stituent words. The NLP community has identified
challenges: (1) Meaning shift occurs when the
phrase’s meaning deviates from that of its individ-
ual words. For example, the English verb particle
construction “give up” conveys a different sentiment
than the standalone verb “give” and the word “up”
(Tu and Roth, 2012). (2) Implicit meaning often

1ELCo dataset and code are publicly available at
http://github.com/WING-NUS/ELCo

requires world knowledge to uncover, as seen in
“hot debate” referring to emotional intensity, rather
than temperature (Hartung, 2015). BERT models
still struggle to comprehend both meaning shift and
implicit meaning (Shwartz and Dagan, 2019).

Motivated by these challenges, we investigate
whether emoji compositions in ELCo face similar
difficulties as lexical compositions.

2.2. Emoji Corpora and Representations
Emoji corpora primarily focus on the relationships
between individual emojis, or between emojis and
textual content, with scant attention given to emoji
composition: EmojiNet (Wijeratne et al., 2017b)
privides a WordNet (Miller, 1995) alike emoji sense
inventory that links Unicode emoji representations
to their English meanings extracted from the Web.
(Shoeb and de Melo, 2020) introduced the Emo-
Tag1200 corpus to study the association between
Emoji and emotions. (Wijeratne et al., 2017a) con-
tribute a EmoSim508 corpus to facilitate a seman-
tic measure of emoji relatedness. The ambiguity
of emojis are also recognized in context (Miller
et al., 2017) or out-of-context (Częstochowska
et al., 2022). Na’aman et al. (2017) annotated vari-
ous linguistic purposes of emojis, encompassing
functional, content, and multimodal usages. Kirk
et al. (2022) presented a benchmark for emoji-
based hate speech detection. Yet, a clear gap
remains: none of these resources center on emoji
compositions. A notable outlier is the Unicode
Emoji Zero Width Joiner (ZWJ emojis) (Davis and
Edberg, 2015). It melds existing emojis, such as
“polar bear” = + , to aid users on older
platforms. Nevertheless, after filtering for skin-tone
or gender modifiers, only 33 distinct ZWJ emojis
remain in Unicode Version 14.02, making it inade-
quate for computational analysis.

Emoji representations, like Emoji2vec (Eisner
et al., 2016) and embeddings by Barbieri et al.
(2016), enhance various downstream tasks by pro-
viding expressive emoji embeddings. Although re-
cent studies evaluate emoji usage in NLP systems
(Shoeb and de Melo, 2021), none delve into the
nuanced meanings of emoji compositions.

Using these representations, various applica-
tions have been developed, including English-to-
emoji translation (Day et al., 2020), sentence-
ending emoji prediction (Barbieri et al., 2018), senti-
ment analysis (Felbo et al., 2017), and cross-lingual
learning (Chen et al., 2019). However, most over-

2http://www.unicode.org/Public/emoji/
14.0/emoji-zwj-sequences.txt, accessed on
23th March 2024.

http://github.com/WING-NUS/ELCo
http://www.unicode.org/Public/emoji/14.0/emoji-zwj-sequences.txt
http://www.unicode.org/Public/emoji/14.0/emoji-zwj-sequences.txt
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Figure 1: ELCo’s annotation process consists of
three steps: (1) select the attribute of the phrase,
(2) execute the annotation, and (3) rate the output
from a rule-based system, Emojinating.

look the nuanced compositionality of emojis. Emo-
jinating (Cunha et al., 2018), a rule-based system,
generates fixed two-emoji sequences using dictio-
nary lookups from ConceptNet (Speer et al., 2017)
and EmojiNet (Wijeratne et al., 2017b), but fails
to address deeper emoji compositionality. Cohn’s
Grammar (Cohn et al., 2019) explores a potential
grammatical structure for emoji use and introduces
a taxonomy of grammars for emoji sequences, but
it does not offer parallel annotations akin to ELCo.

3. Emoji–Lexical Composition (ELCo)

Given the constrained size of the ZWJ emojis, we
propose a systematic workflow to annotate emoji
composition given English phrases.

In our current study, we focus solely on
Adjective–Noun (AN) compounds as one simplistic
type of lexical composition, as motivated by Fyshe
et al. (2019). To construct our dataset, we extract
AN compounds from the HeiPLAS dataset (Har-
tung, 2015), which has been extensively studied
(Shwartz and Dagan, 2019). The HeiPLAS dataset
comprises 1,598 AN compounds, with each com-
pound’s adjective labeled with its corresponding
attribute meaning. For instance, the adjective full
in the phrase “full glass” is associated with the at-
tribute fullness, while in the phrase “full game”, it
corresponds to the attribute completeness. We
sort the 1,598 AN compounds in descending or-
der based on the number of attribute choices and
the frequency of the adjectives. From this rank-
ing, we select the top 209 AN compounds, which
encompass 45 adjectives and 77 attributes.

3.1. Annotation Guideline
We collect emoji representation of AN compounds
from human annotators. We design a three-step
annotation workflow (Figure 1). First, annotators
are tasked with selecting the correct attribute mean-
ing from several possible choices for each provided

phrase. The objective of this stage is understand-
ing reinforcement — we ensure the annotators
have an accurate understanding of the phrase’s
meaning by thinking deeply about it. Second, an-
notators construct an emoji sequence that most
effectively represents the given AN compound. We
emphasize that the order of the emojis in these se-
quences is critical. Moreover, we have not placed
any restrictions on the length of the emoji se-
quences. The emojis should reveal the implicit
or concealed meaning within the concept. For in-
stance, “full glass” could be represented by ,
signifying fullness, while “full game” might be de-
noted by , illustrating completeness. To facili-
tate their annotation process, annotators can use
emojicopy.com, a web-based copy-and-paste
interface for emoji and emoji search by keyword.
Third, annotators assess the output from Emojinat-
ing, which, to the best of our knowledge, stands as
the sole rule-based system specifically crafted to
produce emoji sequences from distinct concepts.
Annotators rate Emojinating’s performance on a
5-point Likert scale, where 1 signifies the lowest
possible rating, and 5 the highest. The intent of this
stage is to discern the limitations of a rule-based
system when contrasted with human judgment.

3.2. Annotation Details

We recruited a group of 40 university students,
aged between 18 and 30, after obtaining approval
from the Institutional Review Board (IRB). On
average, each participant annotated around 41
emoji sequences corresponding to unique English
phrases. The annotators were compensated fairly
based on the number of samples they annotated.
We collected a total of 1,655 responses for 209
English phrases, with each phrase receiving 7 or
8 annotations. Since we received multiple emoji
sequence annotations for a single phrase, each
annotation is treated as an independent valid
entry.

Validating the ELCo Dataset: Given the creative
nature of emoji composition, establishing a defini-
tive gold standard for annotation validity is chal-
lenging. As a solution, two of our authors man-
ually checked all 1,655 instances to ensure their
coherence and relevance. This was conducted
in conjunction with our corpus study (§4). Their
primary objective was the determination of com-
positional strategies, but in the process, they also
validated the data. Upon thorough examination,
both authors identified no malicious annota-
tions, affirming the validity of all instances.

emojicopy.com
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English Phrase Attribute ELCo’s Annotations ELCo’s Annotations Average length Emojinating’s Emojinating
(length = 2) (length > 2) of ELCo’s Annotation Output Rating

full attention INTEGRITY and 2.43 3.1
full glass FULLNESS and 2.71 3.0
full game COMPLETENESS and 2.29 2.7

full auditorium FULLNESS and 4.14 2.0
full life FULLNESS and 4.00 1.1

Table 1: ELCo Dataset Samples: ELCo’s human-annotated emoji sequences showcase diverse, equally
valid representations. The Emojinating system, deemed literal and less coherent, often receives low
ratings. To ensure a fair comparison with Emojinating, which produces outputs limited to a length of 2,
we separately showcase ELCo samples of length 2 or greater.

Comparing ELCo with Emojinating: To under-
score the need for ELCo, we compare its instances
with the Emojinating system, the sole prior study
for generating emoji sequences. As shown in Ta-
ble 1, the Emojinating system presents average
ratings ranging from 1.1 to 3.1 (of 5), indicating
low coherence when assessed by humans. The
reason is that Emojinating typically opts for word-
to-word translations by matching emojis with the
closest literal meanings, resulting in a lack of coher-
ence. While the average emoji sequence length
for the entire ELCo dataset stands at 2.59, the
Emojinating system is limited to a fixed length of
2. This distinction requires us to make a separate
comparison using ELCo samples of similar length.
For the phrase “full glass”, Emojinating chooses
emojis that are semantically closest to the words
“full” and “glass”, producing the sequence and

. This sequence is not intuitive and introduces
ambiguity since is also associated with unre-
lated concepts like nighttime or lunar cycles. On
the other hand, our human annotations convey a
richer meaning. When the length is 2, ELCo’s se-
quence uses and , aptly representing a glass
filled to its brim and the completion of the filling
action. For sequences longer than 2, the progres-
sion illustrates the process
of pouring water into a container until it reaches

(symbolizing “no vacancy” in Japanese), further
emphasizing the nuanced, dynamic representation
of the action. This discrepancy underscores the
importance of our human annotation in capturing
nuanced human approaches to emoji composition.

4. Corpus Study

Leveraging the ELCo dataset, we delve into the po-
tential rules and tactics our annotators employed to
assemble emojis into coherent sequences. Follow-
ing the taxonomy of grammar introduced by Cohn
et al. (2019), we discern several predominant com-
positional strategies within our ELCo dataset:

(1) Direct representation is a straightforward
approach to map each word in English phrase to

Compositional EN Phrase Emoji Sequence
Strategy

Ex. 1 Direct right man
Ex. 2 Metaphorical right man
Ex. 3 Metaphorical clear explanation
Ex. 4 Metaphorical fresh bread
Ex. 5 Semantic list bright future
Ex. 6 Reduplication big group
Ex. 7 Single right thing

Table 2: Examples for compositional strategies.

one or a few emojis (e.g. the direct mapping in
Ex. 1 ). (2) Metaphorical Representation:
This approach involves a sequence of emojis that
together embody the metaphorical meaning of an
English phrase. Such a strategy includes: Repre-
senting a sequence of events to convey a concept
(e.g., falling in love and raising children in
Ex. 2 signifies the concept of the “right man”), com-
posing a metaphorical phrase that encapsulates
the event (e.g., a teacher giving a 100 mark to an
explanation in Ex. 3 depicts clear explanation), and
creating a scene that hints at the event (e.g., the
depiction of a stove, clock, bread, and hot spring
in Ex. 4 suggests freshly baked bread). (3) Se-
mantic List: A list of related emojis is used to
imply the concept’s meaning (e.g., the assembly
of occupation-related emojis in Ex. 5 implies a
promising future). (4) Reduplication as a method
to accentuate the intensity of an adjective, and (5)
Single Emoji Representation, where a solitary
emoji captures the essence of the concept.

Annotation: Two authors annotated the ELCo
dataset, checking the quality of the data and as-
signing one of five compositional strategies to each
pair of emoji sequence and English phrase. They
began with a pilot of 119 instances covering 15
phrases, resolving initial disagreements through
discussion. They then annotated the remaining
dataset, with a subset of 229 overlapping instances
(15%). Agreement was achieved on 210 pairs, with
an agreement rate of 91.7%.

From the annotated compositional strategies, we
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ID: en phrase Human Annotation Samples Main Compositional Strategy Jaccard Similarity
EN1: wrong medicine , , , Direct 0.57
EN2: wrong road , , , Direct 0.51
EN−2: far side , , , Metaphorical 0.0
EN−1: immediate influence , , Metaphorical 0.0

Table 3: Top 2 and Bottom 2 Examples Based on Jaccard Similarity: Phrases with higher similarity
scores usually relate to tangible concepts, whereas those with lower scores tend to be more abstract.

Figure 2: Number of compositional structures iden-
tified in our corpus study (1,655 samples in total).

Figure 3: Impact of a phrase’s metaphorical rep-
resentation percentage on its Jaccard similarity
score. Linear regression is shown as the dashed
line. A low score indicates diverse emoji choices.

derived two key insights: Insight 1: Metaphori-
cal strategy is widely employed. Figure 2 illus-
trates that, although direct representation is the
preferred choice (700+ instances), the metaphor-
ical strategy is also common (600+ instances),
indicating a propensity for indirect expressions
when direct mappings are challenging. Insight
2: Metaphorical strategies often adopt more
diverse emoji choices. In Figure 3, the X-axis
depicts the percentage of metaphorical represen-
tation for EN phrases. The left end highlights lit-
eral concepts, typically associating a tangible noun
(e.g., medicine, water) with an emoji-compatible
adjective (e.g., wrong, hot). Conversely, the right
end features concepts such as business or flavor,
which are frequently conveyed metaphorically.

Dataset Diversity: Contrary to studies that priori-
tize agreement among annotations, our emphasis
is on gauging the diversity within our dataset. This
choice is rooted in the nature of our task, which is
fundamentally a creative generation endeavor. Our
corpus study also finds no malicious annotations.
We use the pairwise Jaccard similarity (Skjærholt,
2014) to measure the overlap between emoji se-
quences annotated by distinct annotators. Specif-
ically, we define Javg =

∑
i 6=j J(Ai, Aj)/

n∗(n−1)
2 ,

where n is the total number of emoji sequences.
Here, J(A,B) = |A∩B|

|A∪B| represents the Jaccard sim-
ilarity computation. A lower Jaccard similarity re-
flects a broader variety of emoji selections.

Figure 3 plots the Jaccard similarity against the
metaphorical percentage of English phrase anno-
tations, revealing a slight correlation (k = −0.123
by linear regression fit). This indicates that more
metaphorical phrases often uses more diverse
emoji choices. Table 3 shows the top and bottom
instances by similarity, highlighting that tangible
concepts often use common emojis like and .
In contrast, metaphorical concepts tend to have
diverse emoji representations. This aligns with
Wicke and Bolognesi (2020), suggesting that intan-
gible concepts yield varied representations. Our
dataset’s average Jaccard similarity of 0.13 em-
phasizes diverse emoji interpretations, suggesting
multiple valid representations for a single concept.

5. Task Formalization

We adopt an Emoji-based Textual Entailment
(EmoTE) task to examine the capacity of models to
comprehend the composition of emojis. Lyu et al.
(2022) also employs textual entailment to study
model’s understanding of nuanced meanings in
lexical composition.

Emoji-based Textual Entailment (EmoTE) de-
termines if a sequence of emojis EM implies a
English phrase EN; formally,

Premise: P em1, em2, ... emn.
Hypothesis: P en1, en2, ... enn.
Labels: Entailment | Non-entailment.
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where P is a sentence prefix like This is. Emoji
tokens em1, em2, ... emn compose an emoji se-
quence EM . Similarly, English tokens en1, en2, ...
enn form an English phrase EN .

Input Golden Label
Premise: This is .
Hypothesis: This is full attention. Entailment

Premise: This is .
Hypothesis: This is full attention. Non-Entailment

Table 4: Examples for EmoTE.

We posit that an English phrase EN is entailed
by an emoji sequence EM if the sequence cap-
tures the phrase’s meaning. For instance, as seen
in Table 4, the emoji sequence comprising a focus-
ing face and a writing hand ( ) metaphorically
entails “full attention”. Conversely, the sequence

does not entail “full attention” because it ex-
presses an irrelevant topic (glass of water). We
follow Lyu et al. (2022) to simplify the three-way
classification to a binary task of predicting entail-
ment or its absence.

Given the complex nature of emoji sequences,
we have not yet structured our task in a genera-
tive setting. As our corpus study demonstrates, a
single English phrase can be validly represented
by various emoji sequences, employing different
compositional strategies. This inherent diversity,
evidenced by the low Jaccard similarity, compli-
cates both the generation and evaluation of emoji
compositions. Consequently, our current focus is
on understanding emoji composition, with plans to
explore generation in future research.

6. Experiments

We conduct our experiments in pursuit of the fol-
lowing research questions:

• RQ1: Can existing models comprehend emoji
compositions, and can they be improved by
fine-tuning on ELCo ?

• RQ2: Is ELCo sufficient in size?

• RQ3: What are the specific instances of suc-
cess and failure in model performance?

• RQ4: How does ChatGPT perform on ELCo?

6.1. Experiment Setup
Sampling: ELCo offers annotations for 209 En-
glish phrases, with each phrase having multiple
emoji representations, totaling 1,655 annotations.

We regard each of these emoji sequences asso-
ciated with an English phrase as a separate and
equally valid representation. Inspired by the eval-
uation protocol in Shwartz and Dagan (2019), we
generate negative samples through a noun-flipping
technique. For a given AN phrase, we select an
emoji sequence from another phrase, AN ′, where
the sole distinction between AN ′ and the origi-
nal AN is the noun. This results in the pairing
(AN,EM ′) acting as a negative sample, given that
EM ′ doesn’t encapsulate AN . Using this strategy,
we produce one negative sample for each dataset
entry, leading to an aggregate of 3,310 instances.

Dataset Split: We distribute the dataset in a
rough 70:15:15 ratio for training, validation, and
testing, respectively. To avoid shortcut learning
and to evaluate genuine compositional skills, we
ensure no adjective overlap exists between the
training set and the validation or testing datasets,
which is also employed in (Shwartz and Dagan,
2019). This results in 2,398 training instances, 394
validation instances, and 518 testing instances,
with a balanced positive to negative ratio of 1:1.

Models: As per Lyu et al. (2022), we utilize
BERT (Devlin et al., 2019), RoBERTa (Liu et al.,
2019), and BART (Lewis et al., 2020) models, each
pre-fine-tuned on the MNLI dataset (Williams et al.,
2018) for textual entailment capabilities. In line
with Lyu et al. (2022), we use available model
checkpoints on HuggingFace, given the extensive
size of the MNLI dataset, and consider the sum
of neutral and contradiction scores as in-
dication of non-entailment. To address these
models’ lack of emoji tokenization, we tokenize
emoji descriptions, thereby preserving semantics
and focusing on our study of compositions.

Training Details: Based on models fine-tuned
on MNLI, we continue fine-tuning them on ELCo
using Adam with a learning rate of 0.0001. Typ-
ically, training converges within ten epochs and
takes approximately 30 minutes on two Titan RTX
GPUs with 24GB RAM. We perform multi-run with
5 different random seeds and report the average
performance.

Evaluation Metric: We primarily measure mod-
els’ performance by accuracy score.

6.2. Evaluation and Fine-tuning (RQ1)
Initially, we evaluate the overall performance of
models pre-fine-tuned on MNLI against our EmoTE
task. These models attain an accuracy of approx-
imately 60% on EmoTE (Figure 4), in contrast to
their 80+% accuracy on the standard textual en-
tailment benchmark, MNLI. This significant gap
underscores the complexity introduced by emoji
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w/o fine-tuning on ELCo Fine-tuned on ELCo

BERTbase
RoBERTabase

RoBERTa large

BART large
Avg BERTbase

RoBERTabase

RoBERTa large

BART large
Avg

Direct 34.7 35.6 41.5 51.7 40.9 85.12.3 893.3 91.92.2 88.52.8 88.6
Metaphorical 19.4 24.7 34.4 36.6 28.8 68.43.9 73.12.6 80.41.9 82.84.3 76.2
Semantic list 33.3 41.7 50.0 58.3 45.8 86.77.5 78.34.6 85.03.8 91.70 85.4
Reduplication 13.3 0 6.7 0 5.0 65.43.0 52.07.3 62.76.0 88.08.7 67.0
Single 19.0 19.0 19.0 52.4 27.4 66.73.4 88.62.6 85.74.8 83.82.6 81.2
Negative 83.4 83.0 90.3 82.2 84.7 84.34.1 87.21.9 85.20.7 84.81.2 85.4
Overall 55.0 55.8 62.9 62.9 59.2 80.41.5 84.00.8 85.20.9 85.50.9 83.8

Table 5: Fine-grained Analysis (RQ1): Accuracy of models, pre and post-fine-tuning of models across
various compositional strategies in the EmoTE task. Models are fine-tuned over 5 runs with different seeds,
with performance reported as a mean and standard deviation (as subscript). We also present the average
scores across the four models, and underline the three most challenging categories: metaphorical,
reduplication, and single emojis.

Figure 4: Overall Performance (RQ1): A compar-
ison of model accuracy on the standardly evalu-
ated MNLI dataset (1st bar) and ELCo (2nd bar),
highlighting a significant drop between them. The
accuracy improves following fine-tuning (3rd bar).

composition, highlighting the limitations of current
datasets in fully capturing this aspect. However,
after fine-tuning on ELCo, we observe a substantial
improvement in performance, which implies that
models can effectively acquire and utilize emoji
composition skills.

We then proceed to a more granular examina-
tion of model performance in relation to distinct
composition strategies, guided by our corpus anal-
ysis. We find that: (1) Before fine-tuning on ELCo,
models exhibit limited understanding of metaphori-
cal compositions (accuracy only 28.8%) and strug-
gle with reduplication (5.0% Acc). (2) All models
display substantial improvement after fine-tuning
on ELCo, particularly in the reduplication strategy,
where accuracy leaps to 67.0. This substantial
gain, observed even for a straightforward strategy,
signals the efficacy of ELCo in facilitating learning
of compositional patterns. (3) Despite the preva-
lence of metaphorical representation in our dataset
(constituting 38% of the data), models only reach

Figure 5: Scaling Experiment (RQ2): Accuracy
trends across varying proportions of training data,
showcasing a sharp rise up to 0.1 and reaching
near convergence post 0.5.

an accuracy of 76.0% in this category post-fine-
tuning. This marks this category — along with redu-
plications and single emojis — as consistently chal-
lenging. (4) We observe a consistent trend of larger
models performing better in metaphorical repre-
sentation, with two of the larger models achieving
accuracies of 80.4 and 82.8 post-fine-tuning, sug-
gesting their enhanced capability to grasp nuanced
metaphorical compositions.

6.3. Validating Data Sufficiency (RQ2)
It is of interest to determine whether our dataset
is sufficient for effective model learning. We repli-
cate the fine-tuning experiments by progressively
adding incremental portions of the training data.
Our observations include: (1) All models converge
and plateau after utilizing half of the training data.
This implies that our dataset is sufficiently large
for current model learning paradigms. (2) Larger
models perform better, even when provisioned with
smaller data volumes. For instance, we observe
a substantial increase in BARTlarge’s performance,
even with just 2–% of ELCo, while BERTbase takes



15906

more, requiring 20% of the training data to attain
comparable performance.

6.4. Result Analysis (RQ3)

English Emoji Pre Post
1 big group × X
2 big city × X
3 hot forehead × X
4 thin soup × X
5 big city × ×
6 ineffectual ruler × ×
7 full attention × ×
8 full life × ×

Table 6: (RQ3) Case studies depicting the accu-
racy of predictions, pre- and post-fine-tuning.

We showcase BARTlarge, the best-performing
model, by elucidating its successful and failed
cases. Cases 1-4 in Table 6 reflect correct predic-
tions post-ELCo finetuning. Notably, the model ef-
fectively learns Reduplication (Case 1) and Seman-
tic list strategies (Case 2) to represent “big” in “big
group” and “big city”. Furthermore, it demonstrates
a non-trivial grasp of metaphors; for instance, it as-
sociates a thermometer-bearing person visiting a
doctor with a hot forehead (Case 3), and a droplet
symbolizes thin soup (Case 4).

Cases 5-8 illustrate instances of unsuccessful
predictions even after ELCo finetuning. Case 5 ne-
cessitates the visual information encapsulated in

(city night view), which is absent from its text de-
scription (“night-with-stars”). This implies the poten-
tial benefit of enhanced emoji representation with
visual features. Case 6 calls for commonsense
knowledge to understand that a (“technologist”)
could be an administrator (i.e., ruler). Cases 7 and
8 involve the use of emojis that are significantly
distant from the phrase’s meaning, demanding
additional metaphorical reasoning.

6.5. ChatGPT’s Performance on ELCo
(RQ4)

Given the recent prominence of ChatGPT, assess-
ing its competence in interpreting emoji composi-
tions is of interest. We adopt a zero-shot evalu-
ation approach in anticipation of user freedom in
emoji composition. Our experiments employ the
ChatGPT-3.5 version from May 24th, 2023, using
the subsequent prompt template.

Figure 6: (RQ4) Accuracy scores of ChatGPT and
BARTlarge, broken down by composition strategy.

Please predict whether Sent1 entails Sent2 and
provide a binary response (1 for true, 0 for false).
Note that Sent1 contains emoji compositions,
they can combine together to represent a mean-
ing. Please just return a single response (1 or 0)
for each line, indicating the entailment relation-
ship.
Sent1: This is .,Sent2: This is big business.
...

BERTbase
RoBERTabase

RoBERTa large

BART large
ChatGPT

55.0 55.8 62.9↑ 62.9↑ 60.0

Table 7: (RQ4) Performance comparison of Chat-
GPT and other models (both under zero-shot set-
ting); ↑ denotes a model outperforming ChatGPT.

Table 7 shows that ChatGPT’s zero-shot perfor-
mance only outperforms smaller models, underper-
forming larger ones in EmoTE. Its errors include:
(1) Ignoring visual cues, missing the fullness im-
plied in and for “full glass”; (2) Struggling
with compositional patterns, as seen when it
fails to associate with “full attention”,
a shortcoming our fine-tuned models overcome by
decoding such semantic list compositions.

Nonetheless, in Figure 6, we observe that Chat-
GPT tends to yield balanced results across different
strategies in EmoTE, demonstrating a particularly
impressive performance in Metaphorical represen-
tation, which poses the greatest challenge for other
models. This capability could potentially be as-
cribed to its training on a more expansive corpus.

7. Conclusion and Future Work

We make a novel contribution towards the under-
standing of emoji composition by presenting the
ELCo dataset. We unveil that emoji composition
leverages various strategies, spanning from simple
representations for tangible concepts to more so-
phisticated metaphorical approaches for abstract
ones. An empirical evaluation highlighted the dif-
ficulties that contemporary models face when de-
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ciphering emoji compositions, particularly strug-
gling with metaphorical compositions. Even though
ELCo fine-tuning enhances comprehension, cases
involving commonsense knowledge and visual in-
formation remain unresolved.

This research paves the way for future explo-
ration. While our study primarily focused on
comprehension, extending to a generative setting
where models comprehend and generate emoji
compositions could be beneficial. It is also intrigu-
ing to contextualize comprehension within textual
surroundings that provide social and environmental
grounding.
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A. Direct emoji embedding

In this paper, we have represented emojis with their
English descriptions. The reason is that BERT
model cannot tokenize emojis (due to its use of
WordPiece3). To ensure a consistent approach
across models, we opted to use emoji descriptions
as a practical alternative, despite RoBERTa and
BART having the capability to encode emojis. We
have also tried using these methods, but as docu-
mented below, they return subpar results.

We consider using emoji descriptions as a suit-
able proxy, considering that word embeddings are
already trained to integrate semantics during the
pre-training phase. Employing emoji descriptions
yields performance comparable to direct emoji rep-
resentation, especially in simpler tasks like senti-
ment classification.4

If using direct emoji embedding for our EmoTE
task, the accuracy scores are only 50.0 for
RoBERTa-base, 51.0 for RoBERTa-Large, and
52.3 for BART-Large, all without fine-tuning. Even
after fine-tuning, the accuracy scores are 56.6,
53.5, and 52.1, respectively. These figures are
notably lower than those achieved with our exist-
ing methodology. This suggests that these models
might not have adequate direct emoji representa-
tions for our emoji composition study, which de-
mands a more refined semantic representation.

3https://github.com/huggingface/transformers/is-
sues/12190

4https://towardsdatascience.com/emojis-aid-social-
media-sentiment-analysis-stop-cleaning-them-out-
bb32a1e5fc8e
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