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Abstract
Stance as an expression of an author’s standpoint and as a means of communication has long been studied by
computational linguists. Automatically identifying the stance of a subject toward an object is an active area of
research in natural language processing. Significant work has employed topics and claims as the object of stance,
with frames of communication becoming more recently considered as alternative objects of stance. However, little
attention has been paid to finding what are the benefits and what are the drawbacks when inferring the stance of
a text towards different possible stance objects. In this paper we seek to answer this question by analyzing the
implied knowledge and the judgments required when deciding the stance of a text towards each stance object type.
Our analysis informed experiments with models capable of inferring the stance of a text towards any of the stance
object types considered, namely topics, claims, and frames of communication. Experiments clearly indicate that it
is best to infer the stance of a text towards a frame of communication, rather than a claim or a topic. It is also better
to infer the stance of a text towards a claim rather than a topic. Therefore we advocate that rather than continuing
efforts to annotate the stance of texts towards topics, it is better to use those efforts to produce annotations towards
frames of communication. These efforts will allow us to better capture the stance towards claims and topics as well.
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1. Introduction
Stance is defined by Biber and Finegan (1988) as
the expression of an author’s standpoint and judg-
ment towards a given proposition. In Bois (2007)
stance is defined as “a public act by a social ac-
tor, achieved dialogically through overt commu-
nicative means, of simultaneously evaluating ob-
jects, positioning subjects (self and others), and
aligning with other subjects, with respect to any
salient dimension of the sociocultural field”, indi-
cating that the stance-taking process is affected
not only by personal opinions or attitudes, but also
by other sociocultural aspects, e.g. cultural norms,
social roles and social actions, etc. As pointed out
in Hardalov et al. (2021), stance was defined differ-
ently when it was used in different settings for cap-
turing the attitudes expressed in texts, e.g. the atti-
tudes of politicians towards a newly proposed leg-
islation (Somasundaran andWiebe, 2010), of cus-
tomers regarding new products (Somasundaran
and Wiebe, 2009), or of the general public to-
wards public health measures such as vaccina-
tions (Glandt et al., 2021; Weinzierl et al., 2023).
Stance is used for discovering attitudes from var-
ious sources, ranging from social media, to de-
bates or news articles, as shown in Hardalov et al.
(2021). Regardless of the context in which it was
used, stance always has a subject and an object.
The subject of stance can be the speaker in a con-
versation or the author of a social media post. The

stance object, as reported in Hardalov et al. (2021,
2022); Liu et al. (2023), can be a controversial en-
tity, concept, idea, event, article headline or claim.
The different types of stance objects have led AL-
Dayel and Magdy (2021) to observe that currently
there are two major approaches used for stance
detection: (1) sentiment-based approaches, hav-
ing the purpose to uncover the implicit senti-
ment (favor/against) expressed in texts towards
the stance object, which can be a topic or target
(Mohammad et al., 2016; Sobhani et al., 2017;
Allaway and McKeown, 2020; Li et al., 2021); or
(2) position-based approaches, which determine
if a text agrees/disagrees with a given claim or
an article headline (Ferreira and Vlachos, 2016;
Chen et al., 2019; Hanselowski et al., 2019; Con-
forti et al., 2020). These approaches exploit the
distinction of semantics pertaining to stance val-
ues annotated across existing datasets. But they
do not tackle the forms of judgments that capture
the stance subject’s standpoint towards the stance
object, as indicated by the stance definition from
Biber and Finegan (1988).
In this paper we take the position that, in order to
follow the stance definition from Biber and Fine-
gan (1988), for each type of stance object, differ-
ent forms of judgments should be expected when
deriving the stance of a text towards that object.
Because Hardalov et al. (2021) have shown that
the quality of stance detection is dependent on the
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source of the texts (e.g. whether they originate on
social media or if their provenance is from debate
forums or from news articles) we shall restrict our
analysis of stance detection on microblogs origi-
nating from X, formerly known as Twitter. Our de-
cision is motivated by (a) the fact that the majority
of stance-annotated datasets use this source and
(b) some of the largest current annotated datasets
(Conforti et al., 2020; Zheng et al., 2022) also use
this source.
In addition, our position is that there should not
be only two major approaches to stance detection,
but three. While the first approach should con-
sider stance objects as topics or targets; the sec-
ond approach should consider stance objects rep-
resented by claims; and the third approach should
use frames of communication as a new type of
stance object.
Topics (or targets) as the first stance object type,
typically correspond to the name of a controver-
sial political figure, e.g. Hillary Clinton, Donald
Trump, or a noun phrase, e.g. “gun control” or
“feminism”. The issue with topics as stance ob-
jects is that they are not always explicit in the text,
and furthermore, complex judgments are involved
in determining the stance towards them. For ex-
ample, given the following microblog text:

You’re natural immune system is far superior than 
a vaccine in fighting Covid-19. Herd immunity has 
been around long before vaccines existed.

determining from it the stance towards the con-
troversial topic “COVID-19 vaccines” requires first
the recognition that the author of the tweet se-
lected to address two aspects about COVID-19
vaccines: (1) compliance in recognizing the ne-
cessity of getting vaccinated; and (2) the calcula-
tion that weights the benefits of getting vaccinated
vs. waiting for herd immunity to be established.
For the first aspect, the text author claims that the
natural immune system is superior to the COVID-
19 vaccine, and therefore it is unnecessary; while
for the second aspect, the text author claims that
vaccines are not superior to herd immunity. Based
on these claims, it becomes clear that the stance
of the microblog text towards the topic of “COVID-
19 vaccines” is Reject.
As pointed out in Küçük and Can (2021) a distinc-
tion is made between topics and position state-
ments, e.g. “We should disband NATO”, which we
shall consider as claims. Govier (2013) defines a
claim as a statement that is in dispute and that we
are trying to support with reasons. When consid-
ering the same microblog as before, to infer the
stance towards the claim:

CLAIM: There are better options than the 
Covid-19 vaccine.

requires inferring the reasons surrounding this
claim and how the reasons align with the state-
ments from themicroblog. Previous efforts (Hasan
and Ng, 2014; Habernal et al., 2018) for infer-
ring claim reasons and their interaction with stance
have shown that this is a difficult task, with re-
sulting F-scores in the low 50s. When consider-
ing claims as the second stance object type, the
reasons that need to be inferred inform the value
of the stance. Knowing that the reason for this
claim is that it is better to wait for herd immunity,
the microblog stance towards the claim is Support.
Please note that the stance towards this claim par-
ticipated in the judgments of the stance towards
the topic “COVID-19 vaccines” attributed to the
same microblog.
The third type of stance object that we consider
are Frames of Communication (FoCs). As defined
in Entman (1993), FoCs “define problems – de-
termine what a causal agent is doing in terms of
costs and benefits, measured in terms of common
cultural values; diagnose causes – identify the
forces creating the problems; make moral judg-
ments – evaluate causal agents and their effects;
and suggest remedies – offer and justify treat-
ments for the problems and predict their likely ef-
fects.” In the articulation of the FoCs, the problems
are not explicit, but the causes, or the reasons, of
the highlighted problems are always explicit (Ent-
man, 1993). Thus FoCs provide explicitly the rea-
sons needed to be inferred by claims. This entails
that the judgments of the stance of a text towards
an FoC are much simpler than the judgments re-
quired to be inferred when determining the stance
towards a claim or a topic. When considering the
same microblog as before, the stance towards the
FoC:

Frame of Communication:  Preference for 
getting COVID-19 and fighting it off than 
getting  vaccinated.

would be inferred as Accept because the reasons
for the problems of vaccine compliance and calcu-
lation are explicit in the FoC. We note that entail-
ment between microblogs and FoCs was consid-
ered before in the COVIDLies experiments (Hos-
sain et al., 2020), where misconceptions gathered
from Wikipedia were in fact FoCs.
In this paper we position our belief that it is eas-
ier to infer the stance of a text towards a Frame of
Communication (FoC) than towards a claim, which
in turn is easier to infer than towards a topic. To
prove our belief, in Section 2 we detail the stance
framework that relies on (a) implicit knowledge
and (b) different forms of judgments when deriv-
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Text: Joe Rogan is right. You’re natural 
immune system is far superior than a 
vaccine in fighting Covid-19. Herd 
immunity has been around long before 
vaccines existed.

Stance Object
Topic: COVID-19 
Vaccines

Stance Value

Compliance Calculation

CLAIM 1: The COVID-19 vaccines are unnecessary

Stance1 : Support

CLAIM 2: There are better options
  than the COVID-19 vaccines

Stance2 : Support

Reject

Implicit Knowledge

Topic
Aspect1

Topic
Aspect2

Claim
Implication

Claim
Implication

Stance towards
 Implied Claim

Stance towards
Implied Claim

Inference of 
Stance towards Topic

Informs
Stance Inference

Informs
Stance Inference

Figure 1: Inference of Stance towards Topics.

ing the stance towards each stance object type.
In Section 3, we present a general stance detec-
tion method, capable of inferring the stance of a
text towards each type of stance object that we
have considered. In Section 4 we showcase our
results and discuss lessons learned, while Sec-
tion 5 summarizes the conclusions supporting our
position regarding stance detection towards differ-
ent stance objects.

2. Stance Object Types
2.1. Stance Object Type 1: Topics
The stance of a Text towards a Topic is inferred
by assigning a Stance Value, reflecting accep-
tance, rejection or no stance at all towards the
Topic, discussed in the Text, as shown in Fig-
ure 1. This inference was cast as a classifica-
tion problem, starting from the seminal work re-
ported in Mohammad et al. (2016) and gaining in-
creasing popularity (Ghosh et al., 2019; Conforti
et al., 2020; Li et al., 2021; Allaway and McKe-
own, 2020). The research problems of cross-topic
stance detection (Hardalov et al., 2021; Conforti
et al., 2020) or cross-language stance detection
(Zotova et al., 2020) were derived from this formal-
ization of stance detection. Significant research
employed knowledge bases, such asWikipedia, to
assist in identifying stance values by providing ad-
ditional Topic-specific knowledge (Bar-Haim et al.,
2017; Hanawa et al., 2019; Fromm et al., 2019;
He et al., 2022). However, until now, no inspec-
tion of the kind of implicit knowledge required by
the inference of the stance value derived from a
Text towards a Topic has been performed. Un-
covering the implicit knowledge allows us to dis-
cover the judgments performed by human anno-
tators when gold-standard annotations of stance
values are produced.
When considering topics as stance objects, in Fig-
ure 1 we show that first, we need to take into ac-
count that for each Topic, one or several Topic as-

pects are addressed in the Text. Figure 1 shows
that for the topic of COVID-19 Vaccines, the as-
pects of the topic addressed in the Text are the
compliance with vaccination and the calculation
regarding vaccination. This is the first form of im-
plied knowledge that is considered. From each of
these implied topic aspects, a claim is also implied
from the text. Claim1 is derived from the sentence
highlighted in red, while Claim2, is derived from
the sentence highlighted in green. Figure 1 shows
the value of the stance of the text towards both
claims. Implied claims and their stance represent
the second form of implied knowledge. Finally,
deciding the stance value of the Text towards the
Topic requires making judgments with all the im-
plied knowledge. In the example illustrated in Fig-
ure 1 both claims are supported by the text, but be-
cause both these claims are against vaccination,
the stance of the text towards the Topic is Reject.

2.2. Stance Object Type 2: Claims
When inferring the stance value of a Text towards
a Claim we took into account the interactions be-
tween the reasons of the Claim and the Stance
Value of the Text towards theClaim, previously ad-
vocated by Hasan and Ng (2014). In Figure 2 we
show that the implicit knowledge in this case are
the reason(s) supporting the Claim, which enable
the judgment that the Text supports or rejects the
Claim.
The definition of claims was introduced in the
1950s in Toulmin’s influential work on argumenta-
tion (Toulmin, 2003). A claim is considered “an as-
sertion that deserves our attention”. Furthermore,
we consider as stance objects only claims that are
argumentative. Recent work (Ma et al., 2018) has
shown that it is possible to reliably discover topic-
relevant claims. To complete the implied knowl-
edge required by stance detection towards claims,
we analyze, as shown in Figure 2, how claim rea-
sons can be discovered as well as how they par-
ticipate in the decision of the stance values.
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Stance Object CLAIM: 
The COVID-19 vaccines
 are unnecessary

Reason 1: Preference for getting COVID-
19 and fighting it off

Text: Joe Rogan is right. You’re natural 
immune system is far superior than a 
vaccine in fighting Covid-19. Herd 
immunity has been around long before 
vaccines existed.

Stance Value

Support

Reason 2: Most vaccines do not
prevent infection

Implicit Knowledge

Inference of
 Stance towards Claim

Claim
Reason

Claim
Reason

Implied
Reason

Informs
Stance Inference

Informs
Stance Inference

Figure 2: Inference of Stance towards Claims.

Stance Object Frame of 
Communication:  Preference 
for getting COVID-19 and
fighting it off than getting
 vaccinated

Text: Joe Rogan is right. You’re natural 
immune system is far superior than a 
vaccine in fighting Covid-19. Herd 
immunity has been around long before 
vaccines existed.

Reason 1: Preference for getting
COVID-19 and fighting it off

Reason 2: Do not trust
COVID-19 vaccines

Problem1 : Calculation Problem2 : Compliance Implicit Knowledge

Stance Value

Accept

Inference of Stance towards Frame of Communication

Reason
Extraction

Reason
Extraction

Informs
Stance Inference

Informs
Stance Inference

Implied Problems

Figure 3: Inference of Stance towards Frames of Communication.

Although research addressing claim detection in
texts, as part of argumentation mining, has at-
tracted plenty of interest (Chakrabarty et al., 2019;
Chen et al., 2019; Gupta et al., 2021; Khan et al.,
2022; Gangi Reddy et al., 2022), the inference of
claim reasons based on the textual context of a
claim, has not received as much attention (Hasan
and Ng, 2014). Figure 2 exemplifies how the two
reasons explaining the claim can be derived from
the red-highlighted sentence from the text, ex-
plaining why the stance value of the Text towards
the Claim is Support.
An interesting new direction of performing
claim verification by generating explanations
(Atanasova et al., 2020) may be further extended
to also generate claim reasons, which could
be considered as implicit knowledge used in
stance discovery. Furthermore, an extension
of the discovery of the various perspectives of
a claim, as introduced in Chen et al. (2019), to
account for the explanations and reasons of the
claim perspectives could also be beneficial for
uncovering the implied knowledge illustrated in
Figure 2.

2.3. Stance Object Type 3: Frames of
Communication

Because Entman (1993) notes that framing in-
volves (a) selecting salient problems and (b) artic-
ulating their causal interpretation, we expect that
from each Frame of Communication - FoC - we
can detect: (1) the implied problems; as well as (2)
the reason(s) for each problem, which are explicit.
Therefore, it is much simpler to infer the stance
value when more of the knowledge is explicit.
Figure 3 shows how the stance value is inferred for
an exemplified FoC. It can be seen that the first
reason is derived from the text fragment “You’re
natural immune system is far superior than a vac-
cine in fighting Covid-19”, while the second rea-
son can be entailed from the text fragment “Herd
immunity has been around long before vaccines
existed”. Based on these entailments of the rea-
sons expressed in the FoC, the stance value of the
Text towards the FoC is Accept.
When comparing the implicit knowledge and the
judgments required for assigning the stance value
when the stance object is (a) a topic, illustrated in
Figure 1; (b) a claim, illustrated in Figure 2; or (c) a
frame of communication, illustrated in Figure 3, it is
evident that the easiest way of inferring the stance
should be when its object is a frame of communi-
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cation.

3. General Stance Detection
We call general stance detection a stance detec-
tion method capable of judging the stance of a text
towards (a) a topic; (b) a claim, or (c) a Frame of
Communication (FoC). A prerequisite of designing
a supervised method for general stance detection
is the availability of a text corpus annotated with
all these three Stance Object Types (SOTs).
Unfortunately, such a corpus does not exist.
There are numerous corpora (Mohammad et al.,
2016; Conforti et al., 2020; Li et al., 2021; Allaway
and McKeown, 2020; Glandt et al., 2021) that an-
notates stance towards topics (or targets), some
corpora (Mohtarami et al., 2019; Hanselowski
et al., 2019; Mutlu et al., 2020; Chen et al., 2019)
that annotated stance towards claims, and only
one corpus, namely the CoVaxFrames dataset
(Weinzierl and Harabagiu, 2022c), that annotates
stance towards FoCs. For any of these existing
stance-annotated corpora, additional annotations
are needed for SOT1=topic; SOT2=claim; or
SOT3=FoC. However, we took into account the
analysis detailed in Section 2 which indicates that
the implicit knowledge required when judging the
stance of SOT2 can use the explicit knowledge
used by SOT3, and similarly the stance judgments
used for SOT1 can benefit from the judgments
and knowledge available for SOT2 and SOT3. In
this section we detail how this knowledge is used
and how these judgments are made.
Extended annotations: Two classes of additional
annotations were produced on the CoVaxFrames
dataset such that we can have complete annota-
tions that would allow us to measure the impact
of SOTs on the performance of stance detection.
CoVaxFrames includes 14,180 tweets with anno-
tated stance values towards 113 FoCs, covering
only one topic, namely the COVID-19 vaccine. In
CoVaxFrames, the stance takes values from the
set {Accept, Reject, No Stance}. Our first class
of annotations aimed to eliminate all the implicit
knowledge required when deciding the stance
value of a Texti towards an FoCj by revealing
the set of salient problems of each FoC available
in CoVaxFrames. We believe that knowing the
salient problems addressed by FoCs is important.
This is because, based on the analysis presented
in Section 2, we concluded that the aspects of
topics used when deciding the stance of a text
towards a topic correspond to the salient problems
that could be selected by an FoC to interpret the
text. Furthermore, for each problem (or topic
aspect), as shown in Figure 1, claims are made,
thus highlighting the inter-relations between the
stance of a text towards a topic, a claim, or a FoC.
The second class of annotations produced stance

judgment towards claims and topics.
Annotating the problems of COVID-19 vaccines:
The salient problems addressed by the FoCs
annotated in CoVaxFrames are informed by the
model of vaccine hesitancy Geiger et al. (2022),
which is characterized by seven problems, or
factors, that increase or decrease an individual’s
likelihood of getting vaccinated. The problems
are: (1) Confidence in vaccines; (2) Complacency
to getting vaccinated; (3) Constraints that make
vaccination difficult or costly; (4) Calculation, in
which personal costs and benefits of vaccination
are weighted; (5) Collective Responsibility, that
protects others from getting infected or sick; (6)
Compliance, resulting from societal monitoring
and sanctioning of people that are not vaccinated;
and (7) Conspiracy thinking and belief in vaccine
misinformation. Four researchers with expertise
in vaccine communication were tasked with
deciding which of the 7 problems are salient to
each of the 113 FoCs available in CoVaxFrames.
Researchers obtained a very high inter-annotator
agreement of 81%, measured as the percentage
of judged problems aligning with the majority de-
cision, with remaining disagreements adjudicated
through discussion.
Annotating stance towards additional SOTs: Aims
at judging (a) the stance(Texti,Claimj) and (b)
the stance(Texti,TopicT ) when knowing the
stance(Texti,FoCk). However, before producing
these judgments, claims need to be generated
for all text covering the TopicT , which in CoV-
axFrames is focusing on COVID-19 vaccines. For
this purpose, for each of the 7 salient problems
covered in the FoCs available in CoVaxFrames
two separate claims were articulated, for a total of
14 claims. Given a problem P , one of the claims,
Cpro(P ), is supportive of P , whereas the second
one, Ccon(P ), is contrary to P . For example, if
P is Complacency, then Cpro is articulated as
“The COVID-19 vaccines are unnecessary” while
Ccon is articulated as “The COVID-19 vaccines
are necessary to fight COVID-19”. In this way, we
have generated 14 claims against which stance
can be judged, thus extending the annotations
in CoVaxFrames to consider also SOT2. Each
generated claim is further detailed in Appendix A.
Two annotators perform judgments included in:

Rule 1: : if (stance(Texti , FoCk) is annotated in CoVaxFrames)
                    and (FoCk makes Problemx salient)
                    and (Claimj is generated for Texti and Problemx)
                    and (Reasony of Problemx, explicit in FoCk can be 

judged to support a reason of Claimj )
                    then Stance_Value(Texti ,Claimj ) = Stance_Value(Texti , FoCk )

In order to consider stance annotations for SOT2,
first we had to analyze which of the seven prob-
lems that were salient to all FoC are supporting the
TopicT , i.e. COVID-19 vaccines, and which prob-
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lems are rejecting it. The vaccine communication
experts decided that the set of supporting prob-
lems is Ppro={Confidence, Compliance, Collective
Responsibility, Calculation} while the set of reject-
ing problems is Pcon={Complacency, Constraints,
Conspiracy}. Then the two annotators were asked
to perform judgments included in:

Rule 2: : if (stance(Texti ,Claimj) is annotated in CoVaxFrames)
                    and (Claimj is generated for Problemx) 
                    and (Problemx can be judged to be an aspect of TopicT)
                then if (TYPE(Claimj) = CPRO) and (Problemx is in PPRO)
                    then Stance_Value(Texti , TopicT ) = Stance_Value(Texti , Claimj )
                else if (TYPE(Claimj) = CCON) and (Problemx is in PCON)
                    then Stance_Value(Texti , TopicT ) = Stance_Value(Texti , Claimj )
                else Stance_Value(Texti , TopicT ) is opposite to  
 Stance_Value(Texti , Claimj )

The inter-annotator agreement between the two
annotators when Rule 1 was considered was 96%
when judging if FoCk supports Claimj . Addition-
ally, the inter-annotator agreement when Rule 2
was considered was 98% when judging whether
ProblemX is a salient aspect of TopicT for Texti.
Differences between annotators were adjudicated
through discussions. The annotations for this
dataset are are made available on GitHub1.
Models of General Stance Detection: A straight-
forward approach to infer the stance value of a
Texti towards any of the three SOTs is to con-
sider three different models: (1) MT , for which
SOT=SOT1, i.e. topics; (2) MC , for which
SOT=SOT2, i.e. claims; and (1) MF , for which
SOT=SOT3, i.e. frames of communication. A
simple neural architecture capable of implement-
ing each of these three models is presented in
Figure 4. This simple architecture is inspired by
other stance detection methods that regularly em-
ploy a domain-specific BERT (Devlin et al., 2019)
model, fine-tuned for stance detection to directly
infer stance values (Hossain et al., 2020; Barbieri
et al., 2020; Weinzierl et al., 2021; Weinzierl and
Harabagiu, 2022c,a,b).

o1 o2 oa p1

Stance Object

p2 pb 

COVID-TWITTER-BERT-v2

[CLS] [SEP][SEP] ……

Text

c0

Stance Detection with
Models MT, MC or MF

Fully Connected 
Softmax Layer

Stance Value
(Stance Object)

Figure 4: Direct stance detection.

1https://github.com/Supermaxman/
co-vax-frames-claims-topics

Model MF

Framek Texti

STANCE(Texti , Framek )

ProblemX Claimj

STANCE(Texti , Claimj )

Rule 1

TopicT

Rule 2

STANCE(Texti , TopicT )

Directly Inferred 
Stance Value

Indirectly Inferred 
Stance Value

Indirectly Inferred 
Stance Value

Extended
Annotations

Figure 5: Indirect stance detection using MF .

The direct detection of stance approach illustrated
in Figure 4 shows that we used COVID-Twitter-
BERT-v2 (Müller et al., 2023), which was further
pre-trained on 97M COVID-19 tweets, providing
domain-specific language modeling for tasks con-
cerning COVID-19. In our approach, we use (a)
the language describing a stance object o, e,g,
a topic, a claim, or the articulation of an FoC,
available from the extended annotations of Co-
VaxFrames; and (b) a text originating in a mi-
croblog p. Word-piece tokenization (Devlin et al.,
2019) of the text of o and the text of p is provided
to COVID-Twitter-BERT-v2 for generating corre-
sponding contextualized embeddings. The con-
textualized embedding c0, corresponding to the
“[CLS]” token, is provided to a fully connected
layer, employing a softmax activation function to
predict the probabilities of the possible stance val-
ues. When the SOT(o)=SOT1, the architecture
illustrated in Figure 4 implements a model MT ,
whereas when SOT(o)=SOT2, modelMC is imple-
mented whereas when SOT(o)=SOT3, model MF

is implemented.
However, stance values can also be discovered in-
directly through inference. As shown in Figure 5,
in addition to the stance value of a Texti towards
a Framek directly inferred by model MF , by us-
ing (a) Rule 1 or Rule 2; as well as (b) the ex-
tended annotations, we can indirectly infer two
other stance values. We infer (1) the stance of
the same Texti towards a Claimj generated from
a ProblemX deemed salient by Framek ; and (2)
the stance of the same Texti towards a TopicT that
addresses the same aspect as ProblemX which
deemed salient by Framek, and from whichClaimj

was generated.
Similarly, Figure 6 illustrates how model MC di-
rectly infers the stance of Texti towards a Claimj ,
and indirectly it infers the stance of the same Texti

https://github.com/Supermaxman/co-vax-frames-claims-topics
https://github.com/Supermaxman/co-vax-frames-claims-topics
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Model SOT of Macro Macro Macro Accept Accept Accept Reject Reject Reject
Type Inferred Stance F1 P R F1 P R F1 P R

MF FoCsD 82.85 81.02 84.78 90.08 88.56 91.65 75.62 73.47 77.90
MC ClaimsD 72.37 80.01 66.39 83.14 87.30 79.36 61.60 72.73 53.43
MF ClaimsI 84.42 82.48 86.47 90.40 89.29 91.54 78.43 75.67 81.41
MT TopicD 75.92 81.24 71.35 72.31 79.66 66.20 79.54 82.82 76.50
MC TopicI 80.05 84.35 76.16 79.38 83.86 75.35 80.71 84.84 76.97
MF TopicI 87.66 86.38 89.01 86.16 83.87 88.59 89.16 88.90 89.42

Table 1: Stance detection results when considering different Stance Object Types (SOTs).

Model MC

Texti

STANCE(Texti , Claimj )

ProblemX

Claimj

Rule 2

TopicT

STANCE(Texti , TopicT )

Directly Inferred 
Stance Value

Indirectly Inferred 
Stance Value

Extended
Annotations

Figure 6: Indirect stance detection using MC .

towards a TopicT , which is addressing in Texti an
aspect that is the same as ProblemX , which en-
ables the generation of Claimj

All hyperparameters ofMF ,MC andMT were de-
termined by maximizing stance detection perfor-
mance on the development collection of the ex-
tended annotations of CoVaxFrames, detailed in
Appendix B.

4. Experimental Results and
Discussion

Experimental Results: To measure the impact of
SOTs on the quality of stance detection, we trained
each system on the training collection from Co-
VaxFrames and evaluated on the test collection
from CoVaxFrames, enriched with the extended
annotations described in Section 3. We measured
Precision (P), Recall (R), and F1 metrics for detect-
ing the Accept and Reject values of stance. We
also compute aMacro-averaged Precision, Recall,
and F1 score for stance detection in general. The
results are listed in Table 1, where the bolded num-
bers represent the best results obtained for each
SOT and each model detailed in Section 3. The
Table shows when the stance value was deter-
mined directly, marked by the D superscript, or
indirectly, marked by the I superscript.
The results from Table 1 empirically demonstrate
the benefits of considering FoCs as the ideal SOT

towards which stance detection is performed, be-
cause themodelMF outperforms all other models.
Also model MC is superior to model MT , given
their performance. The results confirm our intu-
itions that stance is more difficult to detect when
more implicit knowledge is required.
Results for stance detection towards the “COVID-
19 Vaccines” topic also show how indirect stance
detection methods based on the MC or MF

models outperform direct methods using the MT

model. When inferring the stance of a text to-
wards the “COVID-19 Vaccines” topic, if model
MT is used to directly infer the stance, its results,
measured by the Macro F1-score, are worse by al-
most 5 points than when the stance is indirectly
inferred with model MC . Also these results are
much worse than when the stance is indirectly in-
ferred by model MF , yielding a difference of al-
most 12 points in Macro F1-score. All these dif-
ferences quantify how much performance is lost
when the implicit knowledge used for stance de-
tection is hard to capture.
When detecting the stance of a text towards a
claim, the model MF improves by more than 12
points of F1-score the results of direct stance de-
tection over the results of the model MC which in-
fers directly the stance.This difference in perfor-
mance quantifies the difficulty of inferring how the
claim reasons interact with the claim stance value
- a task known to be challenging, as reported in
(Hasan and Ng, 2014).
Discussion: The findings of our experiments
explain why current stance detection methods
struggle to achieve F1-scores above ∼ 76, when
considering the SOT to be topics. For example,
the best stance detection system (Loureiro et al.,
2022) operating on the SemEval-16 Task-6 (Mo-
hammad et al., 2016) dataset achieved an F1

score of 72.9 by incorporating continuous learning
into language models operating on social media,
while Liu et al. (2023) reported an F1 score of
71.1 with significant effort involved in enriching
the training dataset. Even the scaling-up of topic-
based stance detection datasets by annotating
additional examples does not appear to resolve
this issue. The Will-They-Won’t-They (WT-WT)
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(Conforti et al., 2020) dataset, which consists of
51,284 microblogs annotated with stance values
towards five merger and acquisition topics, mea-
sured an upper-bound of human performance as
75.2 F1-score based on human-level agreement,
with stance detection achieving an F1 score
of 74.9 by incorporating stock market signals
(Conforti et al., 2022). Furthermore, stance de-
tection models operating on claims from Snopes
achieved an F1 score of 75.07 (Hardalov et al.,
2021); close to the human-level performance of
an F1 score of 80.2 (Hanselowski et al., 2019).
□We therefore advocate to annotate text datasets
with stance values by considering the stance ob-
jects to be Frames of Communication (FoCs)
rather than topics. For this purpose, we also note
that there is a need to develop automatic methods
capable of recognizing the FoCs evoked in text,
which would greatly facilitate the annotations. For
example, recently Weinzierl and Harabagiu (2024)
utilized GPT-4 (OpenAI, 2023), a Large Language
Model (LLM), to fully discover and articulate FoCs
on CoVaxFrames. This LLM-based approach em-
ployed Chain-of-Thought (CoT) prompting (Wei
et al., 2022) with In-Context Active Curriculum
Learning (CoT-ICACL), demonstrating human-
level automatic frame discovery and articulation
with a thorough manual evaluation of the 292
discovered FoCs.
SOT impact on inter-annotator agreement: We
note that the inter-agreement annotations when
FoCs are considered as the SOT is superior
to the stance annotations performed when the
SOTs was a topic. For example, Weinzierl and
Harabagiu (2022c) reports the inter-annotator Co-
hen’s Kappa score when judging stance towards
FoCs as 0.67. But for the SemEval-16 Task-6
dataset which annotates stance toward topics
(Mohammad et al., 2016) reports an agreement
accuracy of 73.1, corresponding to an estimated
Cohen’s Kappa score of 0.58. For the annotations
performed on the P-Stance dataset (Li et al.,
2021), where the SOT was also the topic, the
inter-annotator agreement was reported as hav-
ing a Krippendorff’s alpha of 0.6. Inter-annotator
agreement for stance of text towards claims, as
reported for the Snopes dataset (Hanselowski
et al., 2019), had Cohen’s Kappa of 0.7, therefore
better than the agreement obtained when the
SOT is a topic.
□ It appears that human annotators have more
difficulty inferring stance values of texts towards
topics than towards FoCs or claims. This difficulty
appears to be translated in the performance of
stance detection systems judging the stance of
texts towards these different SOTs.
Complexity of Implied Knowledge: For all SOTs
stance detection requires implied knowledge.

However, sometimes, the required implied knowl-
edge is very complex. We exemplify this with a
microblog from the SemEval-16 Task-6 dataset:

we remind ourselves that love means to be willing 
to give until it hurts - Mother Teresa

This microblog is annotated as holding an Against
stance towards the topic of Abortion. Recognizing
this stance value requires significant background
knowledge: First, involving an implicit aspect sur-
rounding abortion concerning suffering for loved
ones, and furthermore recognizing that this mi-
croblog contains a reason in support of this as-
pect. This is a direct quote from Mother Teresa
in a famous speech concerning abortion at a Na-
tional Prayer Breakfast in Washington, D.C., on
February 3rd, 19942. Similarly, the following mi-
croblog holds an Against stance towards the topic
of Hillary Clinton:

@user @user Never forget @user #Benghazi 
Shackle the criminal element

Recognizing this microblog is Against the topic of
Hillary Clinton requires understanding the implicit
aspect of controversies implicating Hillary Clin-
ton. Furthermore, one must know that Benghazi
was a tragic event for which Hillary Clinton was
blamed, and that this microblog is calling for others
to “Never forget” this event - a likely reference to
the common saying concerning the tragic events
of 9/11 (Fink and Mathias, 2002).
□ The role of the knowledge implied by a text, a
topic, a claim or a frame of communications is cen-
tral to the inference of the stance of a text towards
any of the SOTs we have considered. We advo-
cate for the need of additional research that can
reveal the implied knowledge while reasoning with
it to establish the stance. It is also important to
develop capabilities to infer different forms of im-
plied knowledge, including social bias (Sap et al.,
2020).
Limitations: Although our experiments have
shown that FoCs are the most beneficial SOT
when inferring stance, we have several exper-
imental limitations. The first limitation stems
from the usage of a single dataset, namely CoV-
axFrames. This creates a second limitation, be-
cause the CoVaxFrames dataset refers only to
the single topic of “COVID-19 Vaccines”. There-
fore, we could not demonstrate that our findings
operate across a variety of topics, like the VAST
dataset (Allaway and McKeown, 2020) does, as in
its 23,525 news article comments annotated with
stance values, it addresses 5,634 topics.
A third limitation derives from the fact that articu-
lating FoCs, and to a lesser extent claims, can add

2https://www.c-span.org/video/?54274-1/
national-prayer-breakfast

https://www.c-span.org/video/?54274-1/national-prayer-breakfast
https://www.c-span.org/video/?54274-1/national-prayer-breakfast
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significant effort to the process of stance annota-
tion when compared to topics. However, we ar-
gue that annotators must also resolve implicit as-
pects surrounding a topic, and furthermore must
implicitly recognize reasons that support or reject
claims corresponding to each aspect in order to
perform accurate stance annotations towards top-
ics. As we have discussed in Section 2, resolv-
ing these implicit relationships requires that anno-
tators possess significant knowledge surrounding
a topic. Furthermore, due to the difficulty of ar-
ticulating FoCs, human annotators can make mis-
takes. For example, the FoC “It takes courage
both to vaccinate against COVID-19 and to refuse
the vaccine” from CoVaxFrames clearly evokes
the problem of Calculation, but does not clearly
articulate a reason in support or contrary to Cal-
culation. We believe that this last limitation can
be resolved by research focusing on automatically
discovering and articulating FoCs from texts, simi-
lar to how current research works towards discov-
ering claims from texts (Chakrabarty et al., 2019;
Chen et al., 2019; Gupta et al., 2021; Khan et al.,
2022; Gangi Reddy et al., 2022). This new line of
research would enable the stance detection sys-
tems to reach near-human levels of performance,
as our experiments indicate. Towards this end, re-
cently the first methodology for automatically dis-
covering and articulating FoCs was proposed by
Weinzierl and Harabagiu (2024), which utilized
LLMs to discover and articulate FoCs at human-
level performance.

5. Conclusion
In this paper, we have presented the position that
objects of stance have a significant impact on the
quality of stance detection. We have advocated
the need to consider the stance of a text towards
a frame of communication rather than towards a
claim or a topic. Our position is backed by exper-
imental results that clearly indicate that it is eas-
ier to infer the stance of a text towards a frame
of communication than towards a claim or a topic.
We hope that the lessons learned from our analy-
sis and the experimental results will provide impor-
tant insights to researchers interested in learning
to infer stance from texts and will lead to new re-
search directions that consider the interaction be-
tween stance and topics, claims, and frames of
communication, which have an important role in
the interpretation of texts.
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Aspect Generated Claims Example FoCs
Confidence □ Pro - The COVID-19 vaccines

are safe and efficient
□ Con - The COVID-19 vaccine
is dangerous and inefficient

□ Scientists have been working on Coronavirus
vaccines for decades.
□ The COVID vaccine renders pregnancies risky
and unsafe for unborn babies.

Complacency □ Pro - The COVID-19 vaccines
are unnecessary
□ Con - The COVID-19 vaccines
are necessary to fight COVID-19

□ Preference for getting COVID-19 and naturally
fighting it off with your immune system than vacci-
nating.
□ Given the risks of COVID-19, it is unlikely that
building natural immunity is a good idea.

Constraints □ Pro - It is hard to get the
COVID-19 vaccines
□ Con - It is easy to get the
COVID-19 vaccines

□ Patents for the COVID-19 vaccines should be
waived, but this is opposed by the pharmaceutical
companies who want to profit.

Calculation □ Pro - The COVID-19 vaccines
are better than other options
□ Con - Other options are better
than the COVID-19 vaccines

□ Even if the vaccine was not tested for a long time,
it is not worth having the lingering effects of COVID-
19.
□ Wait one year to see if there are no long-lasting
side effects of the vaccine

Collective
Responsibility

□ Pro - We are all responsible for
getting the COVID-19 vaccines
□ Con - Getting the COVID-19
vaccine is a personal choice

□ Vaccination is key in protecting yourself and oth-
ers against COVID-19.

Compliance □ Pro - The COVID-19 vaccines
should be required
□ Con - The COVID-19 vaccines
should be optional

□ Vaccination against COVID-19 should be manda-
tory / compulsory.
□ Vaccine exemptions should be available because
the COVID-19 vaccines are experimental.

Conspiracy □ Pro - The COVID-19 vaccines
are a conspiracy
□ Con - The COVID-19 vaccines
are not a conspiracy

□COVID-19 vaccinesmake you 5G compatible and
Bluetooth-enabled.

Table 2: Aspects of COVID-19 vaccination from CoVaxFrames along with generated claims and exam-
ples of corresponding Frames of Communication.

7. Language Resource References
A. Generated Claims

Table 2 contains all generated claims for each as-
pect from the 7C model of vaccine hesitancy. Ex-
amples of FoCs that evoke each of these aspects
are also included, along with whether those FoCs
and claims support or are contrary to those as-
pects of COVID-19 vaccination. Two vaccine com-
munication experts worked together to articulate
these 14 claims to ensure they properly represent
both perspectives towards each aspect of COVID-
19 vaccination.

B. Hyperparameter Selection
Hyperparameters for each of the three trained
stance detection models MF , MC , and MT were
selected by optimizing validation Macro F1 score
on CoVaxFrames. A grid search was performed
over three hyperparameters: learning rate, batch
size, and number of epochs trained. Learning rate
varied over the following values, which were se-
lected based on standard BERT values utilized in
prior work: 5e-7, 1e-6, 5e-6, 1e-5, 5e-5, 1e-4, 5e-
4. Similarly, batch size varied over 4, 8, 16, and

32, while max epochs varied over 3, 5, 10, 15, 20,
and 25. Each experiment required approximately
10 minutes to train on an Nvidia Titan V GPU, re-
sulting in around 4 days of (non-contiguous) train-
ing. The final hyperparameters are provided for
each model in Table 3.

Model Learning Rate Batch Size Max Epochs

MF 1e-5 8 5
MC 1e-4 16 20
MT 1e-6 8 5

Table 3: Hyperparameters selected for each
stance detection model.
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