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Abstract
Responding with multimodal content has been recognized as one of the essential functionalities of intelligent
conversational agents. However, existing research on multimodal dialogues primarily focuses on two topics: (1) textual
response generation that ground the conversation on a given image; and (2) visual response selection based on the di-
alogue context. In light of the aforementioned gap, we propose mulTImodal GEnerator for dialogue Response (TIGER),
a unified generative model framework for multimodal dialogue response generation. Through extensive experiments,
TIGER has demonstrated new state-of-the-art results, providing users with an enhanced conversational experience.
A multimodal dialogue system based on TIGER is available at https://github.com/friedrichor/TIGER. A
video demonstrating the system is available at https://www.youtube.com/watch?v=Kd0CMwDs8Rk.
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1. Introduction

Open-domain conversational agents (Zhang et al.,
2020; Adiwardana et al., 2020; Roller et al., 2021)
have demonstrated outstanding performance on
text-only dialogue generation, offering interesting
and engaging experiences for users. However, re-
lying solely on a single text modality falls short of
fully simulating the rich visual perception of the real
physical world (Liang et al., 2021; Lin et al., 2023).

Multimodal dialogue (Shuster et al., 2021; Sun
et al., 2022), which refers to the conversation with
various modal contents (e.g., text, image, audio), is
an emerging research direction in the field of natural
language processing. Multimodalities enhance the
interactivity and expressiveness of the conversation
(Kusal et al., 2022), making dialogue systems highly
applicable in a wide range of scenarios.

Communication based on images is more engag-
ing than text-only conversations (Hu et al., 2014).
Although OFA (Wang et al., 2022), BLIP (Li et al.,
2022, 2023) have demonstrated the ability to re-
ceive multimodal information and generate appro-
priate text responses, limited research has been
conducted on generating multimodal responses in
conversational scenarios. Sun et al. (2022) for-
mulate a new problem: Multimodal Dialogue Re-
sponse Generation (MDRG), where models should
have the ability to generate responses in multiple
modalities, and present Divter, which consists of
two Transformer-based (Vaswani et al., 2017) com-
ponents: a textual dialogue response generator,
and a text-to-image translator. We found that: (1)
the prediction of response modal has not received
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adequate attention, despite its significant impact on
the overall conversational experience; and (2) an in-
herent limitation of Divter is its inability to guarantee
consistently high-quality and contextually appropri-
ate images generated from the dialogue context,
thereby presenting an ongoing challenge.

In this paper, we delve into open-domain mul-
timodal dialogue response generation in a low-
resource setting. We incorporate text-to-image
translation into text-only dialogue, which allows mul-
timodal dialog response generation to be achieved
with small-scale multimodal dialogue data.

Our work makes contributions as follows:
• We propose mulTImodal GEnerator for dia-

logue Response (TIGER), a unified genera-
tive model framework designed for multimodal
dialogue response generation. Notably, this
framework is capable of handling conversa-
tions involving any combination of modalities.

• We implement a system for multimodal dia-
logue response generation, incorporating both
text and images, based on TIGER.

• Extensive experiments show that TIGER
achieves new state-of-the-art results on both
automatic and human evaluations, which val-
idate the effectiveness of our system in pro-
viding a superior multimodal conversational
experience.

2. Related Work

2.1. Open-domain Dialogue
Text-only Dialogue Open-domain dialogue gen-
eration is a popular research topic in artificial in-

https://github.com/friedrichor/TIGER
https://www.youtube.com/watch?v=Kd0CMwDs8Rk


16136

Textual D
ialogue

R
esponse G

enerator 

response modal:
0 (text) 
1 (visual) 

Response Modal
Predictor 

Text Response

Hello[UTT] [UTT] [EOS]··· [UTT] ··· ···

···Just go back from [EOS][UTT]

···a bottle of beer [EOS][DST]

Image Description

a bottle of beer ···,  depth of field. bokeh. ···

add extra prompts

negative prompts ( preconfigured )

Text-to-Image

Translator 

Textual
Response

Visual
Response

Predicted
Response

Modal

Dialogue Context

.Hello [SEP] [EOS]··· [SEP] ··· ···

Figure 1: The overview of TIGER framework. Given the dialogue context, response modal predictor M
determines the timing to respond with images. If the predicted response modal is text, textual dialogue
response generator G generates the text response. Conversely, G produces an image description, and
text-to-image translator F leverages this description to generate an image as the visual response.

telligence, due to its successful applications in so-
cial chatbots (e.g., Microsoft XiaoIce (Shum et al.,
2018)) and virtual assistants (e.g., Amazon Alexa
(Ram et al., 2018)). Recently, pre-trained open-
domain dialogue generation models, such as Di-
aloGPT (Zhang et al., 2020), Menna (Adiwardana
et al., 2020), and BlenderBot (Roller et al., 2021;
Komeili et al., 2022; Shuster et al., 2022), have
shown excellent conversation performance.
Multimodal Dialogue Existing works (Gao et al.,
2020; Zang et al., 2021; Liang et al., 2021; Lu et al.,
2023) have studied dialogue systems with the ability
to generate multimodal responses, but they focus
on retrieval-based methods, which are constrained
by the richness of the dataset, making it challenging
for them to perform effectively in new and unfamil-
iar scenarios. Sun et al. (2022) present Divter, a
conversational agent powered by large-scale visual
world experiences, with pending improvements in
response modal prediction and image generation.
Large multimodal models, such as GILL (Koh et al.,
2024), SEED (Ge et al., 2023), and Emu (Sun et al.,
2023b,a), can perceive and generate images, but
the explorations on dialogue are scarce. MiniGPT-
5 first explores the performance of large multimodal
models on dialogue. Our research centers on multi-
modal conversations in a low-resource setting and
emphasizes multimodal response generation and
its implementation through generative methods.

2.2. Text-to-Image Generation

Recently, there has been a surge of research in text-
to-image generation, resulting in numerous works
that have demonstrated impressive performance.
OpenAI’s DALL-E (Ramesh et al., 2021) takes the
text-to-image field to a completely new level. For
the first time, it shows a great zero-shot generaliza-
tion of text-to-image models. Nichol et al. (2022)
combine Diffusion Models (Sohl-Dickstein et al.,
2015; Ho et al., 2020) with text-based guidance

which allows GLIDE to achieve better diversity and
fidelity. DALL-E 2 (unCLIP) (Ramesh et al., 2022),
Imagen (Saharia et al., 2022), Latent Diffusion Mod-
els (LDMs) (Rombach et al., 2022) are several of
the best performing text-to-image models so far.
Stable Diffusion (Rombach et al., 2022) is imple-
mented based on LDMs and has become the most
popular text-to-image model. Beyond the basic
text-to-image generation, our work explores this
in multimodal dialogue scenarios. Ensuring the
contextual relevance of generated images in con-
versational scenarios is important and complex.

3. Approach

In this section, we introduce our research strategy
and the architecture of TIGER.

3.1. Low-resource Setting

End-to-end models often require a high number of
training instances. Due to the limitation of less avail-
able multimodal dialogue instances, we conduct
the study in a low-resource setting. Figure 2 shows
our research strategy. Given a dialogue context U ,
the target is to generate a textual response rt or a
visual response rv. The process from U to rt is text
dialogue generation, while it is extremely challeng-
ing and less effective to generate a visual response
rv from the dialogue context U . Fortunately, there
exists large-scale text dialogue data DC (e.g., Red-
dit comments) and image-text pair data DP (e.g.,
LAION-5B (Schuhmann et al., 2022)). A feasible
approach is to introduce text-to-image into text-only
dialogue. In this way, our target is to learn a gener-
ative multimodal dialogue model P (R | U ; θ) with
D = {DC ,DP , D̃S}, where D̃S is a small-scale mul-
timodal dialogue dataset, R is multimodal response,
and θ is the parameters of the model.
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Figure 2: Our research strategy, inspired by Sun
et al. (2022). Blue arrows indicate that large-scale
datasets exist for pre-training, and gray arrows indi-
cate that only very few training instances are avail-
able. "×" indicates bad performance.

3.2. TIGER
Figure 1 presents the overview of the framework.
TIGER consists of three components: (1) response
modal predictor M; (2) textual dialogue response
generator G; (3) text-to-image translator F .

3.2.1. Response Modal Predictor

The timing to respond with images is particularly
important for the experience of the conversation.
However, existing work (Sun et al., 2022) lacks at-
tention toward the response modal prediction. We
formulate the problem as a binary classification
task. Given a dialogue context U , the target is to
predict the modality m ∈ {t, v} of the next response
rj , where t is textual modality and v is visual modal-
ity. Formulaically, response modal prediction is
defined as a binary classification task:

∀j ∈ [1, h],M(U,R<j) ∈ {0, 1}, (1)

where M(·, ·) is the response modal predictor that
takes as input the dialogue context U and the pre-
vious speaker’s responses R<j and provides the
modality of the next response rj . Specifically, the
predictor should output 0 when rj is a textual utter-
ance and 1 when rj is a visual image.

In this paper, we design a predictor with a T5
encoder (Raffel et al., 2020) as the backbone, fol-
lowed by a MLP layer, whose output dimension is
2. We concatenate all the previous turns by [SEP]
as the input, and the images in the context are
replaced by their semantically equivalent textual
descriptions.

3.2.2. Textual Dialogue Response Generator

The textual dialogue response generator G is a
standard decoder-only causal transformer model
P (RG |U,m; θG). Given a dialogue context U =
{u1, u2, . . . , uK}, the target is to generate a tex-
tual output RG ∈ {rt, c}. Text response rt =
{[UTT], w1, . . . , wT } and image description c =
{[DST], w1, . . . , wL} with wi the i-th word. [UTT]

and [DST] as special identifiers guide the model
to distinguish whether an utterance is a text dia-
logue or a textual image description. The causal
language modeling loss is defined as:

Ltext = −
k∑

i=1

log p(wi|U,w1, . . . , wi−1; θG) (2)

We train the textual dialogue response generator
with two stages: (1) Pre-training: training it with
large-scale text dialogue data DC to make it have
basic text dialogue generation capabilities; (2) Fine-
tuning: training on a small amount of multimodal
dialogue data D̃S , where, for each image in D̃S , we
use its textual description instead to ensure that
the data used in this subsection is pure text. Given
a dialogue context, the textual dialogue response
generator will generate descriptions besides text
responses by this approach.

Inference The predicted modality m is used to
guide the text generation, forcing the first generated
token to be [UTT] if m = t and [DST] if m = v.

3.2.3. Text-to-Image Translator

If the predicted response modality m = v, the text-
to-image translator P (rv|c; θF ) generates a high-
quality, high-resolution image rv as a visual re-
sponse, on conditional of the context-sensitive im-
age description c. We adopt the diffusion model as
the text-to-image translator F .

The training procedure also has two stages:
(1) Pre-training: the text-to-image translator F is
trained on large-scale image-text pair data DP to
have a basic and general image generation capa-
bility; (2) Fine-tuning: training on a few image-text
pairs from multimodal dialogue data D̃S to make
F generate images with a style similar to D̃S . Dif-
ferent from Divter (Sun et al., 2022), our model
is much lighter on data requirements in the fine-
tuning stage and provides better performance. We
can use image captioning models (e.g., BLIP-2 (Li
et al., 2023)) to generate textual descriptions of im-
ages from D̃S , which can avoid situations where the
image descriptions are not provided in D̃S or the
image descriptions have low quality. Furthermore,
achieving excellent performance in the fine-tuning
stage requires very limited data, typically around
100 or even fewer instances.

Inference The design of the prompt is important
for the performance of our text-to-image translator
F . BestPrompt (Pavlichenko and Ustalov, 2023)
illustrates that adding additional information to the
descriptions improves the quality of the generated
images. The image descriptions c generated by
the textual dialogue response generator are brief
texts that express the main image semantics, while
richer prompts will provide better visual responses.
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Models Modal Text Response Generation Image Description Generation Image Generation
F1 BLEU-1 BLEU-2 ROUGE-L BLEU-1 BLEU-2 ROUGE-L IS ↑ FID ↓

Divter† 56.2 6.52 1.66 5.69 15.08 11.42 15.81 15.8±0.6 29.16
TIGER 61.9 6.02 1.72 8.42 40.95 25.64 37.15 22.3±0.9 42.30

Table 1: Automatic evaluation results of TIGER and baseline Divter on PhotoChat test set. † means the
results are reported by Sun et al. (2022). Bolded numbers indicate statistically significant improvements
(t-test with p-value < 0.01).

We add extra prompts to refine c, which leads to
higher quality and stability of the generated image.
Negative prompts are also adopted to improve the
image quality.

3.3. Arbitrary Modal Compatibility

We utilize large-scale text dialogue data DC and
image-text pairs DP to assist small-scale multi-
modal dialogue data D̃S . The pre-training stages
of the textual dialogue response generator and the
text-to-image translator are independent, allowing
for a more lightweight fusion between modalities.
This means that large-scale multimodal dialogue
data is not necessary.

Our framework is also suitable for multimodal
dialogues that integrate arbitrary modalities (e.g.,
text and video, text and audio). To achieve this,
one simply needs the predicted response modal
m ∈ {text, target modal} of the response modal
predictor and replace the text-to-image translator
with a Text-to-<Target Modal> translator.

4. Experiment

We conduct extensive experiments on each module
to evaluate the performance of our model.

4.1. Dataset

Existing data on multimodal dialogue remains
scarce, and we conduct comprehensive experi-
ments on the PhotoChat dataset (Zang et al., 2021),
which consists of 12,286 multi-turn multimodal con-
versations, with each conversation containing sev-
eral text dialogues along with an image and its
description. The dataset has been split into 10,286
train, 1,000 dev, and 1,000 test instances. We lever-
age BLIP-2 OPT6.7B (Li et al., 2023) to generate
more detailed and accurate image descriptions to
replace those provided by PhotoChat, which con-
sists of multiple discrete object labels that lack in-
formation about the scene, action, etc.

Additionally, we constructed a small-scale high-
quality image-text pair dataset. Specifically, we
filter 120 high-quality images from the PhotoChat
training set and further enhance the clarity and

Models F1 Precision Recall
ALBERT-base∗ 52.2 44.8 62.7
BERT-base∗ 53.2 56.1 50.6
T5-base∗ 58.1 58.2 57.9
T5-3b∗ 58.9 54.1 64.6
Divter† 56.2 - -
T5-base Encoder 61.9 57.8 66.6
T5-large Encoder 60.0 61.5 58.5

Table 2: Performance of response modal prediction
on PhotoChat test set. ∗ reported by Zang et al.
(2021) and † reported by Sun et al. (2022).

resolution by Gigapixel1. The description of each
image is also generated by BLIP-2.

4.2. Implementation Details
For the response modal predictor, focal loss (Lin
et al., 2017) is the loss function, considering the ex-
tremely uneven distribution of labels in PhotoChat.
For the textual dialogue response generator, we
fine-tune DialoGPT (Zhang et al., 2020) that has
been pre-trained on Reddit comment chains, and
the version "DialoGPT-medium" is adopted. For
the text-to-image translator, we use Stable Diffu-
sion v2-1 as pre-trained model initialization and only
fine-tune UNet, freezing the VAE and text encoder.
In inference, various extra prompts are added for
different categories of descriptions, and negative
prompts are applied to improve image quality. More
details and prompt templates can be found in our
open-source repository. Our experiments are con-
ducted on 4 NVIDIA A6000 48G GPUs.

4.3. Evaluation
We conducted a fair comparison with Divter (Sun
et al., 2022), the sole small-scale model designed
for MDRG as far as we know. In fairness, we ex-
clude comparisons with MiniGPT-5, whose training
data scale and model scale are much larger than
our framework.

To comprehensively evaluate the performance of
our model, we conduct both automatic and human
evaluations. Following Sun et al. (2022), we focus

1https://www.topazlabs.com/
gigapixel-ai

https://www.topazlabs.com/gigapixel-ai
https://www.topazlabs.com/gigapixel-ai
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Win (%) Tie (%) Lose (%)
Fidelity 71.5 24.5 4.0
Clarity 98.5 1.5 0.0

Consistency 33.0 46.5 20.5

Table 3: Human evaluation results.

on four aspects: (1) Response Modal Prediction; (2)
Text Response Generation; (3) Image Description
Generation; (4) Image Generation.

4.3.1. Automatic Evaluation

As shown in Table 1, TIGER demonstrates state-
of-the-art performance on MDRG from most of the
automatic evaluation metrics, which means that: (i)
TIGER can accurately judge the timing of response
with images. More detailed results are shown in Ta-
ble 2; (ii) TIGER achieves comparable performance
on text response generation with Divter; (iii) the gen-
erated image descriptions are more detailed and
contextualized, and the generated images have bet-
ter clarity and diversity. We fine-tune our model on
limited data leading to a higher FID. Considering
the lack of overfitting judgments and human align-
ment in FID and IS, we will provide a complement
through human evaluation.

4.3.2. Human Evaluation

We randomly sample 200 descriptions for image
generation, containing four categories: people, an-
imals, food, and products, and each category has
the same number. We assign five workers to com-
pare all instances of images generated by both mod-
els in terms of three aspects: (1) fidelity: whether
the image is realistic, i.e., whether it corresponds
to what we see in our daily lives; (2) clarity; and
(3) consistency: the consistency of the visual con-
tent with the textual description. The workers are
graduate students in the field of Natural Language
Processing (NLP), who are not involved in the de-
velopment of the model and work without knowing
which model the output sources from. As shown in
Table 3, TIGER outperforms Divter on image gener-
ation. Specifically, TIGER owns better fidelity and
clarity, which is proportional to the results of the IS
metrics. For the consistency between descriptions
and generated images, TIGER has superior text
comprehension, which facilitates generating con-
textualized images and reduces the possible bias of
the text-to-image process. Despite not dominating
the FID metrics, these human evaluations clearly
illustrate that the images generated by TIGER ex-
hibit superior overall quality and are more favorably
perceived by humans.

5. Conclusion

We introduce TIGER, a unified generative model
framework for multimodal dialogue response gen-
eration. We incorporate text-to-image into text-only
dialogues, enabling the original dialogue model to
generate multimodal responses without the need
for extensive multimodal dialogue data. Through
sufficient experiments, we demonstrate that TIGER
outperforms other models on various automatic
evaluation metrics and is also preferred by humans,
offering a more satisfying conversational experi-
ence.
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