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Abstract
The development of NLP tools for low-resource languages is impeded by the lack of data. While recent unsupervised
pre-training approaches ease this requirement, the need for labelled data is crucial to progress the development of
such tools. Moreover, publicly available datasets for such languages typically cover low-level syntactic tasks. In
this work, we introduce new semantic datasets for Maltese generated automatically using associated metadata
from a corpus in the news domain. The datasets are a news tag multi-label classification and a news abstractive
summarisation task by generating its title. We also present an evaluation using publicly available models as baselines.
Our results show that current models are lacking the semantic knowledge required to solve such tasks, shedding light
on the need to use better modelling approaches for Maltese.
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1. Introduction

In recent years, the capabilities of language mod-
els have drastically improved. This is in part due
to the pre-training paradigm, as models leverage
large amounts of unlabelled text corpora thereby
reducing the need for large amounts of labelled
datasets. Although relatively less data is required
to train such models, labelled datasets are still es-
sential to measure the performance of language
models quantitatively. Moreover, as language mod-
els get better results, the need for more challenging
datasets arises, in order to continuously improve
the capabilities of such models.

While high-resource languages such as English
have a large body of work on datasets that have
been consolidated to a standard benchmark over
the years, such as GLUE (Wang et al., 2018), low-
resource languages lack this. There have been
recent efforts focused on building resources for a
variety of languages, such as Universal Dependen-
cies (Nivre et al., 2017), which has grown to cover
more than 100 languages. Despite this, such a
dataset only tests low-level syntactic knowledge of
a model.

As a result, recent works have focused on build-
ing similar resources for semantic tasks such as
XNLI (Conneau et al., 2018) (Natural Language
Inference) and PAWS-X (Yang et al., 2019) (Para-
phrase Identification). However, these resources
lack language coverage compared to Universal
Dependencies – XNLI covers 15 languages and
PAWS-X covers 8 languages – most of which can
be considered as high-resource languages.

In parallel, there have been efforts to create var-
ious evaluation datasets for particular languages.
In this work, we focus on building resources for Mal-

tese, which is considered a low-resource language
(Rosner and Borg, 2022). Micallef et al. (2022) have
built new language models for Maltese – BERTu
and mBERTu. Although they achieved state-of-the-
art results, the tasks used for the evaluation were
primarily low-level morphosyntactic tagging tasks:
Part-of-Speech Tagging using the MLRS POS data
(Gatt and Čéplö, 2013), Dependency Parsing us-
ing the Maltese Universal Dependencies Treebank
(Čéplö, 2018), and Named-Entity Recognition us-
ing WikiAnn (Pan et al., 2017). Nevertheless, they
also include the Sentiment Analysis dataset from
Martínez-García et al. (2021), obtaining positive
results with these models.

This Sentiment Analysis dataset is a composition
of two smaller datasets from Dingli and Sant (2016)
and Cortis and Davis (2019). The resultant dataset
comprises 851 sentences with merged binary sen-
timent labels. In comparison, the sentiment sub-
task in the GLUE benchmark (Wang et al., 2018),
called SST2 (Stanford Sentiment Treebank), has
70K samples. Such small datasets can be prone
to overfitting when comparing different models and
cause large variances in performance based on
factors like random seeds.

Hence, in this work, we build new datasets for
Maltese, focusing on testing the semantic capa-
bilities of a model. A major bottleneck in creating
larger datasets is the need for involving human
annotators. In this work, we sidestep the need for
significant human annotation efforts, by making use
of publicly available corpora and their associated
metadata. Specifically, we build two new datasets
from Maltese news data for topic classification and
headline generation, using tags and title data from
the news portals. We make these datasets publicly
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available.1
The rest of this paper is organised as follows.

We present a brief overview of dataset collection
approaches relevant to our work in Section 2. In
Section 3, we present our approach for the data
collection and labelling. Our evaluation setup on
this data is presented in Section 4 followed by the
results in Section 5.

2. Related Work

Many approaches use automatic machine trans-
lation to translate existing English benchmarks to
specific target languages, along with partial human
translation for additional quality checks. This in-
cludes the SuperGLUE benchmark (Wang et al.,
2019) which was translated to languages such as
Russian (Shavrina et al., 2020) and Slovene (Žagar
and Robnik-Sikonja, 2022). While this approach is
interesting, there is an issue that the SuperGLUE
test set is private and model predictions have to
be uploaded to a web interface to get the results.
There is also a rate limit on the number of submis-
sions. Additionally, these works use cloud-based
services such as GoogleMT for machine transla-
tion, which makes the work in other languages
costly. This translation approach has also been
used by OpenAI (2023) to translate the benchmark
task MMLU (Hendrycks et al., 2020) from English
to evaluate the multilingual capabilities of GPT-4
against prior GPT versions on a wide range of lan-
guages.

Using a machine-translation approach makes it
hard to effectively measure how much the model
“understands” a language since it is given transla-
tions and not original data in the target language.
Furthermore, we argue that such an approach is
inadequate for our case, since translation models
for a low-resource language such as Maltese re-
sults in a significant number of errors, making the
results unreliable.

One approach in current literature to bypass hu-
man annotation has been to generate benchmark
datasets automatically from web corpora based
on associated metadata. Zhang et al. (2015) re-
purpose AG’s corpus2 of one million English news
articles and take the top four largest categories as
labels to create a news classification task based on
article title. Similarly, there have also been works
to create sentiment datasets based on the ratings
given by users on movie and product reviews sites
(Pang and Lee, 2005; Ni et al., 2019). Chalkidis

1https://huggingface.co/datasets/
MLRS/maltese_news_categories and https:
//huggingface.co/datasets/MLRS/maltese_
news_headlines

2http://www.di.unipi.it/~gulli/AG_
corpus_of_news_articles.html

et al. (2021) use document metadata to create a
multi-class classification task. We use a similar
approach to the latter to create our news category
dataset outlined in Section 3.1.

Yang (2022) extract news article and headline
pairs and use this data for abstractive summarisa-
tion. This approach is similar to that used by our
news headline dataset presented in Section 3.2.

In our work, we take inspiration from the work
done in other languages for automatic dataset gen-
eration to build two new semantic tasks for Maltese,
doing so by leveraging publicly available corpora
and its associated metadata.

3. Tasks

In this section we describe our procedure for build-
ing the different datasets. For both datasets, we
make use of the press_mt portion of Korpus Malti
v4.0 (Micallef et al., 2022), which contains articles
scraped from various news portals in Malta.

Each instance contains a list of texts, correspond-
ing to the sentences in an article. In addition, we
also collect metadata available in the corpus to aid
in the building of each dataset. The additional fields
that we make use of are the URL, the title, and the
tags of the article. In total, this contains a set of
44,823 articles, but we perform some filtering to
increase the quality of the data.

First of all, we filter the dataset to only include
article pages and remove pages such as category
or author pages. We also normalise all the URLs to
use a consistent format so that we can identify the
news portal from the article URL. We drop duplicate
articles from the dataset and any articles with no
article content. We also drop articles whose article
content is less than ten words.

During our analysis, we found that certain ar-
ticle contents contained CSS or JavaScript code
when they were originally scraped to be included
in Korpus Malti. We wrote specific regular expres-
sions for each news portal to find those parts and
removed them from the contents. We also find
that certain news article contents include specific
phrases repeated. For example, for the Newsbook
portal "Read in English ." was repeated in the con-
tents of each article. We remove such repeated
phrases from the different portal contents.

After this filtering, we end up with a set of 25,403
articles, which we use to build our datasets.

3.1. News Category Classification

For this task, we build a multi-label topic classi-
fication dataset to classify news article contents
into a set of defined categories. We use a semi-
automated pipeline with partial human annotation.

https://huggingface.co/datasets/MLRS/maltese_news_categories
https://huggingface.co/datasets/MLRS/maltese_news_categories
https://huggingface.co/datasets/MLRS/maltese_news_headlines
https://huggingface.co/datasets/MLRS/maltese_news_headlines
https://huggingface.co/datasets/MLRS/maltese_news_headlines
http://www.di.unipi.it/~gulli/AG_corpus_of_news_articles.html
http://www.di.unipi.it/~gulli/AG_corpus_of_news_articles.html
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We leverage the fact that news portals already as-
sign specific tags on their articles and that can be
used as our weak labels to define this task.

However, the categories used by the different
news portals differ. In total, we collected 233 unique
tags from all the portals available. Due to the lack of
standardisation for tags across news portal, two of
our co-authors, who are native speakers of Maltese,
manually went through the list of tags as follows.
Similar tags were merged into a higher-level cate-
gory. For example, the “EU” label contains articles
which were originally labelled as “European Union”
or “Unjoni Ewropea”, amongst others. Labels that
were deemed to be too specific were dropped as
part of this process. This served as a basis for the
rest of the automated pipeline.

Some of the articles were only tagged us-
ing generic categories (such as, “News”, “Local”,
“Headlines”, “Uncategorised”, and “Archived”) and
hence we dropped such articles. This reduces our
working dataset size from 25,403 to 16,058 articles.
We also dropped tags that had less than 100 arti-
cles in total. With this, we get a total of 21 tags. We
then calculate the co-occurrence between various
categories and drop categories that overlap more
than 75% with another category. This procedure
removes four tags, as well as some articles which
were tagged exclusively with such a tag. For exam-
ple the Family tag co-occured 93% with the Culture,
tag, and hence it did not provide any additional
signal compared to the other tags.

At the end of our pipeline, we have 15,374 arti-
cles assigned to 17 categories. A breakdown of the
number of articles for each tag is shown in Table 1.
Note that articles having multiple tags are counted
more than once in this table (once for each tag),
and hence, the total from this table is larger.

We create 70% training, 15% validation, and 15%
test splits using iterative stratification from scikit-
multilearn (Szymański and Kajdanowicz, 2017).

3.2. News Headline Generation

In this section we describe a dataset composed of
article contents and their corresponding titles. The
main purpose of this dataset is to perform headline
generation based on the content of a news article,
similar to a summarisation task. In addition to the
article content and title, we also extract the base
URL of an article so that it can be used as a signal
to generate using different styles, according to the
news portal.

As we do not perform any additional filtering the
resultant dataset is composed of 25,403 article-title
pairs. These span across 8 different news portals.
We split the data as 70% training, 15% validation,
and 15% test.

Tag Articles Tokens
Count Percentage Count

Court 860 5.59 404K
Covid 1,735 11.29 458K
Culture 2,186 14.22 750K
EU 240 1.56 93K
Economy 321 2.09 113K
Education 191 1.24 56K
Entertainment 3,147 20.47 837K
Environment 147 0.96 39K
Health 290 1.89 82K
Immigration 120 0.78 30K
International 3,957 25.74 785K
Opinion 321 2.09 231K
Politics 1,294 8.42 682K
Religion 465 3.02 186K
Social 203 1.32 98K
Sports 3,066 19.94 835K
Transport 241 1.57 75K

Table 1: Article distribution by News Tag

4. Evaluation Setup

To evaluate datasets, we make use of transformer-
based models available from previous works.

4.1. News Category Classification
For the tagging task (Section 3.1), we make use
of encoder-only models, all using the BERT archi-
tecture (Devlin et al., 2019). We use BERTu and
mBERTu, which achieve state-of-the-art results on
currently available Maltese tasks (Micallef et al.,
2022). Both these models were pre-trained using
Korpus Malti (Micallef et al., 2022) which includes
the news data used in Section 3. However, they
were never exposed to the article contents in or-
der, nor were they exposed to any of the additional
metadata we make use of in the datasets.

We also use a monolingual English BERT and
a multilingual model mBERT (Devlin et al., 2019)
to get a baseline for models that have not been
specifically pre-trained for Maltese. All models are
composed of 12 transformer layers, where BERTu
has 126 million parameters, BERT has 109 million
parameters, and both mBERT and mBERTu have
179M parameters.

The chosen models are fine-tuned using the
transformers library (Wolf et al., 2020), by adding
a linear classification layer on top of the encoder.
Following Micallef et al. (2022), we fine-tune each
model for at most 200 epochs, with an early stop-
ping of 20 epochs on the validation set. We use five
different random seeds for each task and report
the mean and standard deviation of the score in
our results. We use a learning rate of 4e-5, a batch
size of 32, and a dropout of 0.5.
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We use macro-averaged F1 for our evaluation
metric, reporting the average over 5 independent
runs with different random seeds.

4.2. News Headline Generation

For the generation task presented in Section 3.2,
we make use of models having decoder architec-
tures, which enables us to generate text. We make
use of multilingual models, since there is no avail-
able Maltese model with such an architecture.

Specifically we make use of BLOOMZ and mT0,
which are decoder-only and encoder-decoder mod-
els, respectively (Muennighoff et al., 2023). These
models are based on the BLOOM (Scao et al.,
2023) and mT5 (Xue et al., 2021) models, respec-
tively, which were pre-trained on multilingual cor-
pora, but are fine-tuned further using instruction
tuning on a variety of tasks. Instruction tuning was
performed using 46 natural languages and 13 pro-
gramming languages by using prompts for each
task to generate the target result. While Maltese
is not part of this instruction tuning data, Xue et al.
(2021) report that the initial pre-training data for
mT5 contains 5.2 billion Maltese tokens (0.64% of
the entire corpus). However, given that this data
was scraped automatically from the web, its authen-
ticity is questionable (Kreutzer et al., 2022).

We use the 560 million parameter model for
BLOOMZ and the small variant with 300 million
parameters for mT0. We use the smallest available
models primarily to ease memory requirements.
Moreover, the small model for mT0 primarily has
6 transformer layers each for the encoder and de-
coder, hence being comparable in size to the BERT-
based models outlined in Section 3.1.

Fine-tuning such models typically requires run-
ning examples through the model while updat-
ing the whole network, and hence, is relatively
more expensive than the traditional fine-tuning ap-
proach used in Section 3.1. Thus, we rely on
prompting to extract headlines. We make use of 9
prompt templates for the CNN/Daily Mail summari-
sation dataset (Hermann et al., 2015) which was
used to fine-tune BLOOMZ and mT0 (Muennighoff
et al., 2023) as this is the closest to our setup in
terms of task and domain. Following Muennighoff
et al. (2023), we use English prompts with the Mal-
tese articles and corresponding titles, since they
demonstrate that this gives better results than using
machine-translated prompts in the target language.

We use BLEU as our main automatic evaluation
metric. Since we have multiple prompts, we only
extract the headlines once for each prompt. We
report the average across all prompts.

Model Macro F1
BERT 61.51 ± 0.87
mBERT 61.06 ± 1.41
mBERTu 66.65 ± 1.34
BERTu 67.04 ± 2.02

Table 2: Experimental results for News Category
Classification. All figures shown are the mean and
standard deviations over 5 runs with different ran-
dom seeds. The best-performing model is bolded.

Model BLEU
BLOOMZ 0.84 ± 0.36
mT0 0.28 ± 0.14

Table 3: Experimental results for News Headline
Generation. All figures shown are the mean and
standard deviations over all 9 prompt templates
used. The best-performing model is bolded.

5. Results

We now present the results using the evaluation
setup presented in Section 4.

Table 2 shows the results after fine-tuning the
models on the News Category Classification task.
Models pre-trained on Maltese text perform better
than our baseline models as expected. On this task,
BERTu performs better than mBERTu by a slight
margin with a mean F1 score of 67.04. However,
the gap between BERTu and mBERTu and the other
models is generally smaller than that for the tasks
used by Micallef et al. (2022). We also note that
the results for BERTu and mBERTu are quite lower
than that observed on other tasks, indicating that
this task is more challenging for these models.

For the Headline Generation tasks, all models
achieve BLEU scores close to 0, as shown in Ta-
ble 3. The results can be partially attributed to
having a hard task, since titles do not necessar-
ily summarise, but are sometimes statements to
draw attention. However, such results highlight that
these models fail to generate anything meaningful.
This finding is unsurprising given that both mod-
els are not fine-tuned on Maltese data, and that
they have at best a few Maltese sentences during
pre-training.

6. Conclusion

In this work, we presented two new semantic
datasets for Maltese in the news domain. We
leveraged an existing corpus comprising of news
articles and associated metadata to create the
datasets, with minimal human effort. Although the
new datasets are relatively smaller than what is
available for higher-resourced languages, these
new resources are significantly larger than cur-
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rently available Maltese datasets. Moreover, these
datasets offer ways to test the Maltese semantic
knowledge of language models as they can be used
for multi-label classification and abstractive sum-
marisation tasks.

Our evaluation on the classification task shows
that existing models pre-trained on Maltese –
BERTu and mBERTu (Micallef et al., 2022) – per-
form better than the baselines. However, the results
for these models and gap with the baselines is rel-
atively lower than what is observed for other tasks
(Micallef et al., 2022). Existing multilingual models
obtain terrible results on the headline generation
task, highlighting that these models do not perform
as well on unseen languages on higher-level se-
matic tasks.

Future work should enhance existing models to
improve the performance on these tasks, by using
language adaptation techniques (Yong et al., 2023)
using Maltese corpora such as Korpus Malti (Mi-
callef et al., 2022). In addition, while models such
as BERTu and mBERTu have leveraged monolin-
gual Maltese corpora to obtain better results, we
believe that low-resource languages are still im-
peded by the data scarcity problem, particularly for
higher-level semantic tasks. Thus, we encourage
further research to improve low-resource language
modelling using novel approaches.

7. Ethics Statement

The data that we used from Korpus Malti inherently
has biases. In particular, several news portals may
express biased or partisan opinions regarding cer-
tain topics. For this reason, we retain information
related to the news portal in the dataset to allow
future work to make use of this.
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