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Abstract
Providing constructive feedback on student essays is a critical factor in improving educational results; however,
it presents notable difficulties and may demand substantial time investments, especially when aiming to deliver
individualized and informative guidance. This study undertakes a comparative analysis of two readily available online
resources for students seeking to hone their skills in essay writing for English proficiency tests: 1) essayforum.com, a
widely used platform where students can submit their essays and receive feedback from volunteer educators at no
cost, and 2) Large Language Models (LLMs) such as ChatGPT. By contrasting the feedback obtained from these two
resources, we posit that they can mutually reinforce each other and are more helpful if employed in conjunction
when seeking no-cost online assistance. The findings of this research shed light on the challenges of providing
personalized feedback and highlight the potential of AI in advancing the field of automated essay evaluation.
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1. Introduction

Providing feedback on students’ essays is vital for
their learning journey, as it fosters self-awareness,
enhances their overall learning experience, and
encourages iterative growth. Constructive feed-
back guides students toward specific enhancement
strategies and reinforces the concept of continu-
ous improvement. Additionally, feedback clarifies
assignment expectations and cultivates essential
skills such as critical thinking, self-assessment,
and effective communication, which are invaluable
for their future careers (McMillan, 1987; Farra et al.,
2015; Cajander et al., 2015).

However, delivering such feedback is challeng-
ing due to the need for personalized, motivating,
and constructive guidance while managing time
and resources effectively. Ensuring timely and
personalized feedback that aligns with students’
unique learning styles and needs further com-
pounds this challenge. A question that this study
aims to address is to what extent Large Language
Models (LLMs) can facilitate this process.

The development of LLMs has led to substantial
advances in NLP, creating opportunities for educa-
tional technology (Caines et al., 2023; Hicke et al.,
2023; Baffour et al., 2023; Xiao et al., 2023; Jeon
and Lee, 2023; Huang et al., 2023). One such
opportunity pertains to the generation of automatic
essay feedback, which can be valuable for both
educators and students. Guo and Wang (2023)
investigated ChatGPT’s performance in generating
feedback on students’ writing and compared it with
professional teacher-generated feedback in terms
of their length and type and the potential of GPT-

generated feedback to support teachers in their
feedback provision. Escalante et al. (2023) also
suggest a blended approach that combines the
strengths of both AI-generated and human tutor
feedback could offer a promising solution.

The diverse array of LLMs applications neces-
sitates different evaluation studies (Beigman Kle-
banov and Madnani, 2020). Our primary focus
in this study is on students who, due to the cost-
effectiveness and around-the-clock accessibility of
online resources, increasingly seek writing feed-
back from such sources. In particular, we study
and compare two of these resources, used by lan-
guage learners preparing for English proficiency
tests: (i) essayforum.com1 which is a collaborative
online community forum to receive and give feed-
back on submitted essays and (ii) ChatGPT, an
LLM which is freely available online (Ouyang et al.,
2022).

The study provided in this paper assesses and
compares GPT-generated feedback and human
feedback on five core aspects of crafting effective
written responses: relevance, highlighting strength,
highlighting weakness, being specific, and overall
helpfulness (Ende, 1983; Ovando, 1994; Omer and
Abdularhim, 2017). Our studies show that each
resource has its advantages and disadvantages,
with many instances highlighting their complemen-
tary nature. It is essential to underscore that the
objective of this study is not to assess the potential
of AI as a substitute for human educators. Instead,
the aim is to investigate its prospective role in com-
plementing and enhancing human feedback.

1https://essayforum.com/writing/

https://essayforum.com/writing/
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BERTScore ROUGE-1 ROUGE-2 ROUGE-L BLEU
Task description 0.819 0.279 0.034 0.135 0.020
Rubric-based 0.814 0.289 0.043 0.140 0.035
Few-shot examples 0.819 0.246 0.029 0.138 0.013

Table 1: Automatic evaluation results (reference-based) for essay feedback generation task. Significant
differences are indicated by numbers in bold, determined using the Mann–Whitney test.

Coherence Consistency Fluency Overall
Human feedback 0.796 0.506 0.791 0.763
Task description 0.971 0.651 0.953 0.877
Rubric-based 0.965 0.702 0.876 0.868
Few-shot examples 0.956 0.673 0.944 0.873

Table 2: UniEval results (referenceless evaluation) for essay feedback generation task

2. Experiments

In this section, we describe the methodology and
results of our experiments designed to evaluate
the effectiveness of GPT-generated feedback for
English language learner essays, comparing dif-
ferent prompt paradigms and their alignment with
human feedback.

2.1. Data

Since there is no publicly available data for English
language learner essays and feedback comments,
we collect our data from essayforum.com, a com-
munity forum that has sections for different types
of writing. We specifically focus on the writing feed-
back forum since it’s mainly used by students prac-
ticing for English proficiency tests. Previous work
has used data from this site for different purposes.
Stab et al. (2014) released a subset of essays
from this site annotated with argument components
and argumentative relations (Stab and Gurevych,
2014). Bao et al. (2022) also constructed a dataset
from this site for argumentative essay writing task.

We adapted preprocessing steps from Bao et al.
(2022) since their focus is the essay itself and not
the feedback comments. The preprocessing steps
included removing essays that needed a reference
picture and some cleaning steps to remove noisy
data. Then, we randomly selected 300 pairs of
essays and feedback for our experiments and con-
ducted a deeper study on 30% of them in human
evaluation. Essays in this set have an average
length of 432 words and feedback comments have
an average length of 283 words.

2.2. Experimental Setup

We used GPT-3.5 in our experiments to mimic the
performance of ChatGPT. We followed different
prompt designing paradigms for generating feed-
back for a given student essay, including in-context
learning and prompt-tuning (Brown et al., 2020; Liu

et al., 2023). In this work, we report the results for
these three types of prompting strategies:

Task description. Simply describing the feed-
back generation task:

You are an AI assistant that helps students
practicing for English proficiency tests improve
their essays. I will give you an essay written by a
student. Write constructive feedback explaining
how to improve the essay as a teacher would.

Rubric-based. Specifically mentioning aspects
that are used in rubrics for grading:

You are an AI assistant that helps students practicing
for English proficiency tests improve their essays.
I will give you an essay written by a student.
Write constructive feedback, explaining how to
improve the essay like a teacher would do. You should
focus on the following aspects in your feedback:
1- Is the essay in response to the topic?
2- Are there spelling, grammar, or stylistic issues?
3- Is the point of view of the essay author clear?
4- Are there clear and descriptive arguments that
support the essay author's position or point of view?

Few-shot. Provide 3 example essays, including
one strong, one weak, and an average essay, and
their feedback at inference time.

2.3. Results

We report the results of these experiments in Table
1. Based on these results, overall, rubric-based
prompt seems to be the most similar to human
feedback available on essayforum.com. Since
the aim of this work is to compare feedback from
humans and GPT on different aspects, we also
use UniEval (Zhong et al., 2022) unieval-sum pre-
trained model which evaluates coherence, consis-
tency, and fluency of text without needing a gold
human reference. The results are available in Ta-
ble 2. Surprisingly, we observe that considering
all aspects, GPT achieves a higher score than
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All education and healthcare should be funded by the government and free for everyone. To what extent do you agree or
disagree with this opinion ?

These days education and healthcare are fundamental need. There seem a lot of debate about what the government should
carry out to boost them. While some people argue that to reduce the figure for mortality and illiteracy, giving extra funding
and free-medical treatment to education and healthcare is appropriate decision, other state this requires vast sums of money.
I would argue that this has both merit and demerit implications.
On the positive side, a great deal of fatality and illiteracy increasing annually can be diminished. The government can totally
fund several sectors, particularly education and healthcare facilities. Taking Singapore to be obvious instance, this country has
productive human resource thanks to a serious attention of government toward prosperity. Upgrading plenty of school's
facilities such laboratories and libraries; clinical equipment in hospital are real proof. Interestingly, both sectors are available
and free-paid access to everyone due to the Singapore government. All in all, one of ways to eradicate a large number of
demises and illiterates is by allocating more funding to education and healthcare sectors than others.
However, a negative side to this funding is the impact that this has on other sector. One of the biggest problem leading the
progress of a number of areas becomes obstructed as the outcome is fairly expensive. For example, while the government
only focuses on several fields to fund amount of money, absolutely it is believed that damage which will occur has profound
effects in order that the system is unable to run well. In conclusion, several sectors will be impeded owing to the lack of
money.
The aforementioned evidence reveals that it is clear that the advantages to ease a considerable amount of mortality and
illiteracy are by giving more funding to education and healthcare sectors, while the level of outcome is predicted extremely
high, and this will affect on the development of other sectors.

here are my few suggestions .
....However, a negative side to this funding..., several sectors will be impeded owing to the lack of money.
This paragraph lacks coherence. I could not get what are you trying to say unlike your second paragraph which is very well
written with an example .
Rewrite the conclusion and second last paragraph.
Also the prompt asked you to agree or disagree, it is good you tried to mention both the aspects but still you need to agree or
disagree with at least one aspect which you can state in your conclusion.

1. The essay does address the topic of whether all education and healthcare should be funded by the government and free for
everyone. However, it can be further improved by providing a clear answer or stance on the issue.
2. There are several spelling and grammar issues in the essay that need to be corrected. For example, "demisees" should be
changed to "deaths," and "illiterates" should be changed to "illiteracy." Additionally, the sentence structure could be improved
to enhance clarity and flow.
3. The point of view of the essay author is somewhat clear, but it would benefit from a more definitive stance. Currently, the
essay seems to present both sides of the argument without clearly stating the author's opinion.
4. The arguments made in the essay are somewhat descriptive and provide some support for the author's position.
However, more specific examples and evidence could be used to strengthen the argument.
Overall, the essay has potential, but it needs to be revised for clarity and coherence. The author should clearly state their
opinion on the topic and provide more specific evidence and examples to support their arguments. Additionally, attention
should be given to correcting spelling, grammar, and stylistic issues to enhance the overall quality of the essay.

Figure 1: Example essay with two feedback comments: Human feedback and GPT-3.5 rubric-based

human-generated feedback. One possible reason
could be that unieval-sum model was not specially
trained for this task, but more importantly, the re-
sults from Tables 1 and 2 confirm the well-known
limitations of automatic metrics for evaluating gen-
eration tasks (Xu et al., 2023; Kasai et al., 2022;
Bhakthavatsalam et al., 2021; Celikyilmaz et al.,
2020). Due to the variability observed across dif-
ferent metrics, we believe that conducting a human
evaluation for deeper analysis is necessary for this
task.

3. Human Evaluation

Human evaluation was done by two annotators
(one male and one female), who have experience
in both NLP research and the educational domain.
Annotators were also familiar with English profi-
ciency tests as they are non-native English speak-
ers (high level of English proficiency) who both
have previous experience with taking these tests.
Multiple training rounds and discussions were done
until annotators reached an agreement above 65%
in all categories (Cohen’s Kappa) which we believe
is reasonable for a task that could be subjective in
many cases.

During the training phase, annotators were each
assigned a set of 10 essays with four correspond-
ing feedback, one from humans and three from
LLM with different prompting strategies. They were
asked to rank feedback comments based on five
criteria:

• C1: Which feedback is more relevant to the
essay content?

• C2: Which feedback is better at highlighting
weakness?

• C3: Which feedback is better at highlighting
strengths?

• C4: Which feedback is more specific and
actionable?

• C5: Which feedback is overall more helpful
for a student?

These criteria are synthesized from the literature
on constructive feedback (Ende, 1983; Ovando,
1994; Omer and Abdularhim, 2017), except for the
first one which we specifically added to see if there
are any hallucinations in GPT-generated feedback.
The average time for reading one essay, all feed-
back comments, and ranking was 15 minutes.

For the final round of annotations, we chose
the best GPT feedback based on training phase re-
sults which was the feedback from the rubric-based
prompt. In this round, each annotator evaluated
50 essays with two feedback comments (a total of
100 essays and 200 feedback comment posts);
one GPT-generated and one human-generated.
The criteria were the same as those in the training
phase, except for one additional question: “In your
opinion, how could this feedback be improved?”.
Figure 1 illustrates an example essay along with
its corresponding feedback comments. The essay
and the human feedback is retrieved from essayfo-
rum2.

2https://essayforum.com/writing/funding-education-
healthcare-sectors-may-help-64985/
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Criteria Human Feedback Rank
First Second Tie

C1 (relevance) 0 1 99
C2 (weakness) 44 13 33
C3 (strength) 8 46 36
C4 (specificity) 45 12 33
C5 (helpfulness) 38 12 40

Table 3: Number of times human feedback was
ranked first or second by an annotator, and the
number of times there was a tie (out of 90, com-
pared with GPT-3.5 rubric-based) for each crite-
rion.

3.1. Results

Ranking results are available in Table 3. The gen-
eral trend we observed was that GPT is better at
highlighting strengths (C3), while humans are bet-
ter at highlighting weaknesses (C2). Also, human
feedback comments take the lead on being more
specific and actionable (C4). The next section will
cover our findings in more detail. We would like to
make a note that tie does not mean the comments
were the same. In most cases, we observed that
even though comments were different, they were
equally important.

3.2. Discussion

Relevance. We did not observe any hallucina-
tions or irrelevant content in GPT-generated feed-
back comments. Thus, human feedback and GPT-
generated feedback were both always ranked as
one, except for one case in which human feed-
back did not contain any feedback on the essay,
but instruction on how the author of the essay
should include a complete topic along with the es-
say. GPT would always generate feedback on the
essay, even though it might not be able to evaluate
if the essay is exactly in response to the topic or
not.

Highlighting weaknesses. Overall, humans
were much better at highlighting the most impor-
tant weaknesses. We realized that GPT-generated
feedback comments follow a specific pattern: It
summarizes the essay in 1-2 sentences, lists some
of the grammatical issues, and then suggests in-
cluding more examples and evidence to strengthen
the arguments.

Surprisingly, GPT did fairly well at summarizing
the viewpoint of the students even when the writing
was weak in terms of grammar and sentence struc-
ture. In many cases, GPT was better at providing
grammatical corrections. Humans would usually
mention a few errors (most likely due to time con-
straints) but if instructed correctly, GPT can list
almost all corrections. That being said, there were

a few cases where the GPT corrections did not
make much sense:

“new delhi” should be capitalized as “New Delhi”
and “clinic” should be capitalized as “clinic”.

Lastly, GPT tends to suggest including more
examples and elaborations for almost all essays
which was unnecessary in many cases. Humans,
on the other hand, have a better understanding
of what are the most important weaknesses of
the essay and what should be prioritized in future
writings.

Another noteworthy observation was that, in the
case of stronger essays (indicating higher profi-
ciency levels), GPT feedback tends to be general
and falls short on pointing out weaknesses. In
contrast, humans almost always find points for im-
provement, and are also superior in determining
the essay’s relevance and assessing the logical
coherence of its argumentative elements.

Highlighting strengths. GPT-generated feed-
back comments were much more encouraging
than most human-generated comments. As dis-
cussed previously, humans adopt a direct ap-
proach, promptly delving into the weaknesses of
the essay. But GPT feedback comments always
include a few praise sentences which could yield
positive outcomes for the student.

Specificity. This aspect heavily depends on the
weaknesses of the essay. GPT feedback com-
ments are better at addressing more surface-level
issues. For example, they can list more grammati-
cal corrections than humans. On the other hand,
humans can give more specific suggestions when
it comes to the organization of the essay, relevance
to the topic, and argumentative aspects of the es-
say. Moreover, human feedback tends to focus on
a few major or critical issues, delving into them
with greater depth, which is often followed by con-
crete suggestions on how to alleviate the problem.
In contrast, GPT-generated feedback tends to of-
fer more generalized and holistic suggestions for
improvement.

Helpfulness. Looking at Table 3, in 44% cases,
human feedback was more helpful, but for the rest
of the cases, it was a tie or GPT feedback was
more helpful. This shows that both feedback com-
ments could be helpful despite their respective
strengths being centered on distinct perspectives.

Other observations. In a few cases, it became
apparent that the content of the essay was biased
or included a misconception. Unfortunately, these
were not pointed out to the student by either hu-
man or GPT. Hence, we think online resources
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should be used with caution as they do not always
provide the necessary quality control and oversight
required for academic purposes.

4. Conclusion

In this paper, we studied and compared two online
resources available to students practicing writing
skills: community forums, and AI tools such as
ChatGPT. We conducted a detailed human eval-
uation of feedback comments from these two re-
sources, considering aspects that are important
in writing constructive feedback. Our study shows
that while ChatGPT feedback is more encouraging
and positive overall, and in many cases includes
appropriate corrections and suggestions, humans
are better at giving more specific and actionable
comments focusing on the most important issues
in the essay.

5. Ethical Statement

We acknowledge the potential for representational
harm, a complex issue that is often challenging
to quantify. Biases may originate from multiple
sources, including annotators, system designers,
and the data itself, and these biases can impact
how educators interpret students’ essays and pro-
vide feedback. We are also aware of the docu-
mented biases in language models such as GPT.
These biases have the potential to inadvertently
appear in the outcomes of our study, potentially
perpetuating and exacerbating inequalities.

To mitigate such harm, we want to stress that
online community forums and AI tools like GPT
should be regarded as valuable supplements rather
than substitutes for human guidance and expertise
in upholding the integrity of scholarly work.

6. Limitations

Future research could consider additional factors
in similar studies. Notably, exploring the impact of
students’ language proficiency levels and writing
skills on their perceptions and utilization of Chat-
GPT feedback would be a valuable endeavor.

It is also important to acknowledge that commu-
nity forum users sometimes lack the experience
and expertise of professional educators, and, in
some instances, students provide feedback to their
peers on these forums. However, it is essential to
underscore that the primary focus of this study was
to compare freely available resources for writing
practice. It is conceivable that the results may dif-
fer if feedback from experienced educators were
employed in the assessment.
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