# Towards Robust In-Context Learning for Machine Translation with Large Language Models 

Shaolin Zhu $\ddagger$, Menglong Cui $\ddagger$, Deyi Xiong*<br>College of Intelligence and Computing, Tianjin University, Tianjin, China<br>\{zhushaolin, cuimenglongcs, dyxiong\}@tju.edu.cn


#### Abstract

Using large language models (LLMs) for machine translation via in-context learning (ICL) has become an interesting research direction of machine translation (MT) in recent years. Its main idea is to retrieve a few translation pairs as demonstrations from an additional datastore (parallel corpus) to guide translation without updating the LLMs. However, the underlying noise of retrieved demonstrations usually dramatically deteriorate the performance of LLMs. In this paper, we propose a robust method to enable LLMs to achieve robust translation with ICL. The method incorporates a multi-view approach, considering both sentence- and word-level information, to select demonstrations that effectively avoid noise. At the sentence level, a margin-based score is designed to avoid semantic noise. At the word level, word embeddings are utilized to evaluate the related tokens and change the weight of words in demonstrations. With both sentence- and word-level similarity, the proposed method provides fine-grained demonstrations that effectively prompt the translation of LLMs. Experimental results demonstrate the effectiveness of our method, particularly in domain adaptation.
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## 1. Introduction

LLMs have recently exhibited fascinating abilities with ICL, mastering the skill of reproducing specific input-output text generation patterns without the need for additional fine-tuning (Gao et al., 2021; Lester et al., 2021; Chung et al., 2022). In particular, it has been demonstrated impressive machine translation capabilities through ICL. This is achieved by providing a few translation pairs (or prompt examples) as demonstrations and leveraging LLMs to perform machine translation tasks (Agrawal et al., 2023; Ghazvininejad et al., 2023; Moslem et al., 2023). These demonstrations can flexibly guide the LLMs to make better predictions for translation, especially for domain adaptation (Sia and Duh, 2023; Lyu et al., 2023). Compared with other methods that use LLMs to implement MT (Tan et al., 2022; Wang et al., 2021; Li et al., 2023), it has two advantages: 1) It is more scalable because we can directly boost the translation ability of LLMs by just manipulating the demonstrations.
2) It is more interpretable due to its observable retrieved demonstrations.
Generally, prompting LLMs for MT with ICL mainly involves two stages: (1) candidate demonstrations establishment and (2) taking the demonstrations as prefix inputs of LLMs to boost the translation ability. In the first stage, methods based on semantic similarity, using word- or sentence level embeddings, have been proposed to select similar translation pairs as demonstrations. Along this line, many efforts have been made to

[^0]improve the translation ability of LLMs by selecting more suitable demonstrations. Ghazvininejad et al. (2023) propose that using prior knowledge from bilingual dictionaries to provide control hints in the prompts can provide an effective solution for translating rare words. Despite the success, prompting LLMs with ICL is with varying degrees of sensitivity to the choice of demonstrations for MT task. Agrawal et al. (2023) show that the domain of the in-context demonstrations matters and that unrelated demonstrations can have a catastrophic impact on output quality. Therefore, how to select demonstrations to enhance the translation ability of LLMs remains to be further explored.

In the second stage, the selected demonstrations are cascaded with test sentences as input of LLMs to implement MT (Zhang et al., 2023a). This is similar to $k$-Nearest-Neighbor NMT which retrieves useful translation pairs (demonstrations) from an additional parallel corpus to modify translations without updating the model (Wang et al., 2022; Zheng et al., 2021; Jiang et al., 2022). However, Jiang et al. (2022) point out that the performance will dramatically deteriorate due to the underlying noise in retrieved pairs for kNN NMT, as the retrieved pairs do not always contain groundtruth tokens. This suggests that the noises (e.g., words irrelevant to test sentences) of selected demonstrations may also affect the translation of LLMs. It is not clear whether prompting LLMs for MT with ICL is vulnerable to noisy perturbations in the demonstrations, for which we further conduct a preliminary study in Section 3 to validate this issue. Therefore, further exploration is needed to effectively handle noise when prompting LLMs with

ICL for MT.
Putting these together, we propose a robust method to make LLMs able to overcome noise in demonstrations to implement robust translation with ICL. In particular, our method incorporates a multi-view approach, considering both sentenceand word-level information to select demonstrations to effectively avoid noise.

Min et al. (2022) and Zhang et al. (2023a) demonstrate that the key role of demonstrations lies in their support of the coherency in the input space. Therefore, we design a margin-based score to capture semantic similarity at the sentence level. This score is computed by integrating the cosine similarity between a given candidate and the average cosine similarity of its $k$ nearest neighbors with the testing sentence. Unlike previous approaches that solely rely on nearest neighbor retrieval using cosine similarity, our proposed method takes into account the scale inconsistencies of this measure. It considers the margin between a given sentence pair and its closest candidates instead to avoid the semantic noise of sentence level. At the word level, we utilize word embeddings to evaluate the word similarity between the demonstrations and the testing sentences and add the weight of related words to avoid noisy perturbations.

Using both sentence- and word-level similarity, our method provides fine-grained demonstrations that effectively prompt the control of the LLMs. With carefully selected demonstrations using a multi-view approach with both sentence- and wordlevel information, our method helps LLMs maintain the quality and coherency of translations with ICL. This ultimately leads to more reliable and robust translation results.
The main contributions of this work are summarized as follows:

- To the best of our knowledge, we are the first to explore the robustness of in-context demonstrations to implement MT using LLMs.
- We propose a robust method to enable LLMs to implement robust translation with ICL. The method incorporates a multi-view approach, considering both sentence- and word-level information, to select demonstrations that effectively avoid noise.
- To investigate the effectiveness and generality of our method, we conduct experiments on several commonly used benchmarks. Experimental results show that our model significantly outperforms the baselines, especially for domain adaptation.


## 2. Related Work

Recently, prompting LLMs for MT with ICL has shown effectiveness in improving the translation capabilities of LLMs (Puduppully et al., 2023; Zhu et al., 2023a; Lyu et al., 2023). Usually, they first retrieve relevant sentences as prompts with testing source sentences from the parallel corpus and then use them as a part of the input to boost translation capabilities of LLMs (Han et al., 2022; Vilar et al., 2023). For example, Garcia and Firat (2022) propose a MT approach based on natural language prompts, where the prompts are humanreadable instructions that guide the model in generating accurate translations. By inputting the natural language prompts along with the source language sentences into the machine translation model, the model can generate more precise translations guided by the prompts. Garcia et al. (2023) introduce and demonstrate the effectiveness of using few-shot examples to control translation formality. It also supports the finding that the quality of the few-shot in-context examples plays a crucial role. Agrawal et al. (2023) address the challenge of selecting relevant and effective examples from a large parallel corpus to guide the machine translation process. It recognizes that the quality and relevance of the examples play a crucial role in the translation output. Our work provides both supporting and complementary pieces of evidence to these studies by 1) contributing a systematic analysis showing that although the demonstrations can improve the translation of LLMs, the noises of demonstrations deteriorate translation quality and 2) introducing a multi-view augmentation technique to enhance LLMs to improve the robustness of MT for noisy perturbations of demonstrations.

Prompting LLMs with ICL to implement MT task is similar to kNN NMT that retrieves useful translation pairs (demonstrations) from an additional parallel corpus to modify translations without updating the NMT model (Wang et al., 2022; Zhu et al., 2023b; Deguchi et al., 2023). Zheng et al. (2021) leverage contextual information and similarity measures to identify the most relevant and suitable nearest neighbors for each translation instance, leading to improved translation quality. Jiang et al. (2022) show that small perturbations in demonstrations can significantly impact the translation quality of $k$ NN NMT. There have been numerous works (Pan et al., 2023; Qin et al., 2021; Zeng and Xiong, 2021; Cheng et al., 2020; Miao et al., 2022; Zhang et al., 2023b) that explore the robustness of NMT models. One area of these studies is to enhance the robustness of NMT models against small perturbations in training datasets. We believe that the presence of noise in demonstrations can indeed have a detrimental effect on the translation ability

| Similarity  <br> score  |  | $>0.9$ | $0.75 \sim$ <br> 0.89 | $0.6 \sim$ <br> 0.74 | $<0.6$ |
| :---: | :--- | :--- | :--- | :--- | :--- |
| en-fr | 1-shot | 65 | 330 | 1,123 | 482 |
|  | 3-shot | 29 | 139 | 976 | 856 |
|  | 5-shot | 23 | 89 | 828 | 1,060 |
| en-es | 1-shot | 108 | 447 | 1,007 | 438 |
|  | 3-shot | 42 | 226 | 969 | 763 |
|  | 5-shot | 31 | 150 | 888 | 931 |

Table 1: The numbers of sentences based on their similarity score interval to the source of demonstrations for English-French (en-fr) and EnglishSpanish (en-es) in 1 -shot, 3 -shot and 5 -shot scenarios.

| Language pa- <br> irs \& context | $>0.9$ | $0.75 \sim$ <br> 0.89 | $0.6 \sim$ | 0.74 | $<0.6$ |
| :---: | :--- | :--- | :--- | :--- | :--- |
| en-fr | 1-shot | 38.73 | 30.47 | 22.43 | 19.70 |
|  | 3-shot | 41.42 | 29.37 | 22.69 | 18.51 |
|  | 5-shot | 45.14 | 28.75 | 21.74 | 18.00 |
| en-es | 1-shot | 44.82 | 29.59 | 23.90 | 20.25 |
|  | 3-shot | 61.85 | 28.48 | 23.20 | 19.88 |
|  | 5-shot | 67.86 | 27.94 | 21.12 | 18.82 |

Table 2: BLEU scores on each interval of OPUS test set for English-French (en-fr) and EnglishSpanish (en-es) in 1 -shot, 3 -shot and 5 -shot scenarios. The demonstrations are selected via BM25.
of LLMs. In our study, we thoroughly investigate the impact of noise on LLMs in Section 3. Our findings confirm that the presence of noise in demonstrations does indeed deteriorate the translation ability of LLMs. To the best of our knowledge, our work is the first to address this problem and propose techniques to mitigate the impact of noise in demonstrations.

## 3. Preliminary Study

To investigate the impact of noise of demonstrations for translation of LLMs, we conduct a preliminary case experiment on BLOOM-7B with OPUS dataset ${ }^{1}$ in this section. We use sentencetransformer ${ }^{2}$ toolkit to extract semantically similar demonstrations with testing source sentences from the OPUS training dataset. Next, we partition the test set into multiple subsets based on the similarity scores. ${ }^{3}$ Each subset represents a specific interval of similarity between the source sentences

[^1]| Context | en-fr | en-es |
| :--- | :--- | :--- |
| 0-shot | 20.92 | 21.32 |
| 1-shot |  |  |
| Random | 14.84 | 15.81 |
| BM25 | 21.42 | 22.80 |
| 3-shot |  |  |
| Random | 16.78 | 18.88 |
| BM25 | 22.58 | 24.66 |
| 5-shot |  |  |
| Random | 17.69 | 20.23 |
| BM25 | 23.15 | 25.58 |

Table 3: BLEU scores for zero-shot and few-shot prompting on OPUS test set.
of the demonstrations and the testing sentences. This partitioning allows us to analyze the impact of noise in demonstrations on the translation ability of LLMs across different similarity intervals. Table 1 provides a detailed breakdown of the number of sentences in each partition for the 1 -shot, 3 -shot, and 5 -shot scenarios. Table 2 shows the translation quality (BLEU) of LLMs in each partition for the 1 -shot, 3 -shot, and 5 -shot scenarios. Table 3 presents the BLEU by using both zeroshot and few-shot prompting settings with different demonstration selection strategies on the OPUS test set. The template of prompting is designed as Moslem et al. (2023). This analysis enables us to examine how the translation performance varies as we move from highly similar demonstrations to less similar ones, shedding light on the influence of noise in demonstrations on the translation quality of LLMs.

From Table 1, we can find that the similarity of most demonstrations is less than 0.7 . It is reasonable because the retrieved demonstrations do not always contain ground-truth tokens. From Table 2, we observe that when the similarity is higher than 0.9 , the translation quality of LLMs becomes very good. However, the quality significantly degrades when the similarity is less than 0.75 . Comparing Table 2 and 3 , we can conclude that noisy perturbations (unrelated tokens) in demonstrations significantly degrade the translation performance of LLMs, especially in cases of low-quality demonstrations. The impact of noisy demonstrations on LLMs is primarily manifested in two aspects. Firstly, noisy demonstrations introduce erroneous information, leading to incorrect translation outputs by LLMs. Secondly, noisy demonstrations interfere with the learning process of LLMs, making it difficult for them to capture the correct translation patterns accurately. The above experimental results indicate that the ICL for MT is sensitive to the quality of the demonstrations, which limits their applicability to real-world demonstrations. Therefore,
it is of great significance to explore robust ICL of LLMs for MT.

## 4. Proposed Method

This section starts with the task formulation of prompting LLMs for MT with ICL and the multi-view integration to select demonstrations and cope with the noise, thus improving its robustness.

### 4.1. Task Formulation

The objective of generating translations with LLMs requires conditioning the decoder-only language model with in-context parallel demonstrations. The demonstrations provide valuable context and translation information about the source sentence, helping the model generate more accurate and contextually appropriate translations. Formally, for bilingual parallel pair ( $\mathrm{x}, \mathrm{y}$ ), given $k$ in-context examples $D=\left\{\left(\hat{\mathrm{x}}_{1}, \hat{\mathrm{y}}_{1}\right),\left(\hat{\mathrm{x}}_{2}, \hat{\mathrm{y}}_{2}\right), \ldots,\left(\hat{\mathrm{x}}_{k}, \hat{\mathrm{y}}_{k}\right)\right\}$, the prefix input of LLMs $\mathrm{x}_{m}=\sum_{i=1}^{k}\left(\hat{\mathrm{x}}_{i}+\hat{\mathrm{y}}_{i}\right)+\mathrm{x}$ is generated by concatenating the demonstration examples to the $x$, the + is concatenation. The output is then generated via the LLMs with parameters $\theta$ via greedy decoding as follows:

$$
\begin{equation*}
\mathcal{L}=-\sum_{t=1}^{\mathrm{T}} \log \mathrm{p}\left(\mathrm{y}_{t} \mid \mathrm{y}_{<t}, \mathrm{x}_{m} ; \theta\right) \tag{1}
\end{equation*}
$$

where T is the number of tokens of target translation $y$.

This approach differs from standard sequence-to-sequence models, the conditioned input contains the demonstration $D$ in addition to the source x. Previous works (Agrawal et al., 2023; Ghazvininejad et al., 2023; Zhang et al., 2023a) show good in-context examples can trigger LLMs to generate desired outputs and also elicit the information learned during the pre-training, suggesting that the in-context examples provide information about the MT task. This means those words that are related to $x$ in demonstrations can assist the translation process. However, it is important to note that irrelevant bilingual words, which can be considered as noise, have the potential to mislead the translation generation (as discussed in Section 5.8). Most existing methods, such as (Agrawal et al., 2023; Vilar et al., 2023), directly treat the source sentence $x_{m}$ as the input for LLMs. However, effectively dealing with the noise present in the demonstrations remains a significant challenge.

### 4.2. Prompt Selection

In Section 4.1, we have demonstrated that highquality in-context examples can significantly enhance the translation ability of LLMs. Furthermore,

Zhang et al. (2023a) emphasize the importance of maintaining the coherency of genuine sourcetarget mapping in the demonstrations at sentence level. To avoid inconsistencies in the scale of cosine similarity across different sentence pairs, we propose a margin-based similarity method for selecting demonstrations using sentence embeddings. This method calculates the margin between the similarity of a candidate demonstration and the average similarity of its nearest neighbors (Zhu and Xiong, 2023; Zhu et al., 2024). The margin is defined as the ratio between the candidate similarity and the average cosine similarity of its nearest neighbors as follows:

$$
\begin{equation*}
\operatorname{Score}_{l}(\mathbf{x}, \hat{\mathbf{x}})=\operatorname{margin}(\cos (\mathbf{x}, \hat{\mathbf{x}}), \operatorname{sNN}(\mathbf{x}, \hat{\mathbf{x}})) \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{sNN}(\mathbf{x}, \hat{\mathbf{x}})=\sum_{\mathbf{z} \in n n_{k}(\mathbf{x})} \frac{\cos (\mathbf{x}, \mathbf{z})}{2 k}+\frac{\cos (\hat{\mathbf{x}}, \mathbf{z})}{2 k} \tag{3}
\end{equation*}
$$

We utilize sentence-transformers toolkit to convert x and $\hat{\mathrm{x}} \in D$ into vector representations, denoted as $\mathbf{x}$ and $\hat{\mathbf{x}}$ respectively. The set $n n_{k}(\mathbf{x})$ represents the $k$ nearest neighbors of $\mathbf{x}$, excluding any duplicates. $\operatorname{sNN}(\mathbf{x}, \hat{\mathbf{x}})$ is motivated to mitigate the hubness problem on Bilingual Lexicon Induction (BLI) over cross-lingual word embeddings. This approach aims to mitigate the issue of potentially different scales among candidate sentences, which can affect their relative ranking and exacerbate the hubness problem. Our proposed scoring method penalizes candidate sentences with high overall cosine similarities. We consider three different variants for the margin(, ) function, which computes the similarity score between $\mathbf{x}$ and $\hat{\mathbf{x}}$ :

Absolute (margin $(a, b)=a$ ): This variant ignores the average cosine similarity and is equivalent to the standard cosine similarity, serving as one of our baselines.

Relative (margin $(a, b)=a-b$ ): This variant subtracts the average cosine similarity from the similarity of the given candidate, capturing the difference between them.

Ratio (margin $(a, b)=\frac{a}{b}$ ): This variant calculates the ratio between the similarity of the candidate and the average cosine similarity of its nearest neighbors.

Previous studies (Agrawal et al., 2023; Moslem et al., 2023) have shown that word overlapping between the source and retrieved sentences can effectively improve the translation quality of LLMs. Therefore, we also consider the consistency of word level information while ensuring consistent sentence level similarity. For selected demonstrations ( $\hat{x}, \hat{y}$ ), we evaluate the consistency of word level by calculating the cosine similarity between the words from ( $\hat{x}, \hat{y}$ ) and $x$ as follows:

```
Algorithm 1 Multi-view prompt selection
    : Given source sentence x
    Using Eq.(2) to get a demonstration ( \(\hat{x}, \hat{y}\) ) by
    retrieving bilingual corpus
    Using Eq.(4) and (5) to get related word pairs
    \(\left(w_{m}^{\hat{x}}, w_{j}^{\hat{y}}\right)\)
    Using ( \(\hat{\mathbf{x}}, \hat{\mathbf{y}}\) ), \(\left(w_{m}^{\hat{\mathrm{x}}}, w_{j}^{\hat{\mathbf{y}}}\right)\) and x to construct tem-
    plate as Eq.(6)
    Using the template as input to implement trans-
    lation with LLMs
```

$$
\begin{align*}
& \operatorname{Score}_{w}^{s t}\left(\mathbf{w}_{i}^{\mathbf{x}} \cdot \mathbf{w}_{j}^{\hat{\mathbf{y}}}\right)=\cos \left(\mathbf{w}_{i}^{\mathbf{x}} \cdot \mathbf{w}_{j}^{\hat{\mathbf{y}}}\right)  \tag{4}\\
& \operatorname{Score}_{w}^{t_{s}}\left(\mathbf{w}_{j}^{\hat{y}} \cdot \mathbf{w}_{m}^{\hat{\mathbf{x}}}\right)=\cos \left(\mathbf{w}_{j}^{\hat{y}} \cdot \mathbf{w}_{m}^{\hat{\mathbf{x}}}\right) \tag{5}
\end{align*}
$$

where $\mathbf{w}_{i}^{\mathbf{x}} \in \mathbf{x}, \mathbf{w}_{m}^{\hat{\mathbf{x}}} \in \hat{\mathbf{x}}$ and $\mathbf{w}_{j}^{\hat{\mathbf{y}}} \in \hat{\mathbf{y}}$. If the Score $_{w}^{s t}()>.\alpha$ and Score $_{w}^{t s}()>.\beta^{4}$, we add the word pair $\left(w_{m}^{\hat{x}}: w_{j}^{\hat{y}}\right)$ into the prompt template as follows:

$$
\left.\begin{array}{l}
{[\mathrm{psrc}]: \hat{\mathrm{x}}_{1} \quad[\mathrm{ptgt}]: \hat{\mathrm{y}}_{1} \quad[\mathrm{psrc}]: w_{m}^{\hat{\mathrm{x}}} \quad \text { [ptgt] : } w_{j}^{\hat{\mathrm{y}}}} \\
\cdots \tag{6}
\end{array}\right][\mathrm{psrc}]: \mathrm{x} \quad[\mathrm{ptgt}]: \quad . \quad .
$$

where [psrc] and [ptgt] denote prompt language(s), i.e., the source and target language name of the prompt example, respectively. The main idea behind our method is to ensure consistency at both the sentence and word levels. To achieve this, we introduce a weighting mechanism that adds related word pairs to the prompt template. It can assign higher weights to related word pairs in the demonstrations and reduces the weights of unrelated word pairs, while preserving the overall semantic meaning of the sentence. This approach allows the model to pay less attention to unrelated word pairs, effectively mitigating the problem of noisy perturbations in demonstrations. The detailed process of our method is outlined in Algorithm 1. This algorithm provides a step-by-step guide on how to implement our approach and ensure robust translation with improved consistency at both the sentence and word levels.

## 5. Experiments

In this section, we conducted extensive experiments with multiple language pairs to examine the effectiveness of the proposed method.

[^2]
### 5.1. Dataset

We used OPUS- $100^{5}$ as the datastore to retrieve the in-context demonstrations on bidirectional three language pairs. To assess the effectiveness of our proposed method on LLMs, we employed Flores-200 and OPUS testing set as the test set. Following (Agrawal et al., 2023), we normalized punctuation using Moses ${ }^{6}$ and removed sentences longer than 250 tokens and sentence pairs with a source/target length ratio exceeding 1.5. For evaluation across different domains, we used the multi-domain dataset from Aharoni and Goldberg (2020), covering domains: Medical, Law, IT, and Koran in German-English.

### 5.2. Setting and Baselines

We adopted BLOOMZ-7b1-mt (Yong et al., 2023) as our foundational model which involves 46 natural languages and 13 programming languages. This model consists of 30 transformer-decoder layers, featuring an embedding size of 4096, a hidden size of 16384, and 32 attention heads. All experiments were performed on 2 NVIDIA A100 GPUs. We measured translation quality with casesensitive detokenized BLEU by SacreBLEU (Post, 2018).

Baselines We compared our method against three baselines:

- Random: Selecting several sentence pairs from the corpus as demonstrations randomly.
- BM25: It is a bag-of-words unsupervised retrieval function that ranks a set of documents based on the query terms appearing in the documents.
- Fuzzy (Moslem et al., 2023): They use sentence embedding similarity-based retrieval to select demonstration. We use sentencetransformers to reimplement this method against our method on our used public test sets.


### 5.3. Main Results

Table 4 presents the results of our experiments. In the comparison between the "Random" baseline and the 0 -shot setting, we observe a clear improvement in the translation ability of the LLM when the number of demonstrations is increased for the "Random" setting. However, when there is only one demonstration and its words are significantly different from the testing sentences, it confuses the LLM and hinders its translation performance.

[^3]| Methods | en-fr |  | fr-en |  | en-es |  | es-en |  | en-pt |  | pt-en |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | F | 0 | F | 0 | F | 0 | F | 0 | F | 0 | F |
| 0-shot | 20.9 | 32.9 | 17.0 | 34.7 | 21.3 | 21.7 | 24.2 | 36.9 | 13.4 | 27.0 | 19.7 | 38.6 |
| 1-shot |  |  |  |  |  |  |  |  |  |  |  |  |
| Random | 14.8 | 25.0 | 15.7 | 31.6 | 15.8 | 15.0 | 16.6 | 20.1 | 12.2 | 25.7 | 16.2 | 24.1 |
| BM25 | 21.4 | 32.5 | 21.3 | 38.4 | 22.8 | 20.0 | 21.4 | 24.4 | 17.2 | 31.3 | 18.3 | 31.4 |
| Fuzzy | 21.6 | 38.7 | 21.8 | 43.2 | 23.0 | 21.8 | 22.3 | 28.1 | 17.6 | 36.1 | 21.6 | 35.2 |
| Absolute | 22.4 | 40.7 | 22.3 | 45.2 | 23.5 | 20.7 | 26.4 | 31.0 | 19.2 | 37.4 | 23.9 | 41.5 |
| Relative | 22.8 | 41.1 | 21.9 | 45.8 | 23.7 | 21.1 | 27.1 | 31.3 | 19.9 | 37.9 | 24.5 | 41.8 |
| Ratio | 23.2 | 41.7 | 22.5 | 45.6 | 23.1 | 21.5 | 26.8 | 31.8 | 20.1 | 38.1 | 24.2 | 42.1 |
| 3-shot |  |  |  |  |  |  |  |  |  |  |  |  |
| Random | 16.8 | 35.4 | 15.2 | 33.0 | 18.9 | 21.2 | 18.6 | 23.0 | 16.6 | 35.4 | 17.2 | 27.8 |
| BM25 | 22.6 | 41.7 | 22.4 | 38.2 | 24.7 | 23.8 | 23.9 | 25.4 | 19.5 | 38.7 | 21.3 | 33.7 |
| Fuzzy | 22.3 | 43.7 | 23.3 | 42.6 | 23.7 | 24.8 | 22.9 | 29.0 | 19.4 | 39.5 | 21.3 | 39.5 |
| Absolute | 23.3 | 44.3 | 25.7 | 49.6 | 27.0 | 25.7 | 30.2 | 39.3 | 22.1 | 45.1 | 26.2 | 50.9 |
| Relative | 23.9 | 45.3 | 25.9 | 51.1 | 27.6 | 26.2 | 30.9 | 39.8 | 23.1 | 45.6 | 26.5 | 51.8 |
| Ratio | 24.1 | 45.2 | 26.0 | 50.8 | 27.3 | 26.5 | 31.1 | 40.2 | 23.5 | 46.1 | 26.8 | 51.3 |
| 5-shot |  |  |  |  |  |  |  |  |  |  |  |  |
| Random | 17.7 | 39.4 | 16.4 | 34.9 | 20.2 | 23.4 | 19.1 | 25.0 | 17.2 | 39.6 | 17.9 | 27.8 |
| BM25 | 23.2 | 42.5 | 21.8 | 37.8 | 25.6 | 24.2 | 22.7 | 27.0 | 20.3 | 40.0 | 21.8 | 34.7 |
| Fuzzy | 22.3 | 43.4 | 22.8 | 42.9 | 22.5 | 25.2 | 24.1 | 28.9 | 18.7 | 40.4 | 22.5 | 39.4 |
| Absolute | 22.9 | 48.1 | 27.1 | 52.4 | 27.7 | 27.8 | 31.0 | 40.7 | 22.1 | 46.7 | 27.6 | 52.8 |
| Relative | 23.3 | 48.9 | 27.7 | 53.0 | 28.3 | 28.6 | 31.9 | 41.3 | 22.5 | 47.4 | 28.1 | 53.3 |
| Ratio | 23.2 | 49.2 | 27.5 | 52.8 | 28.1 | 28.4 | 31.5 | 41.4 | 22.6 | 47.3 | 28.5 | 53.6 |

Table 4: BLEU scores for zero-shot and few-shot prompting on different language pairs with different demonstration selection strategies. "O" denotes the OPUS test set. "F" is the Flores-200 test set.

Comparing the "BM25" and "Fuzzy", which use different similarity computation approaches to select semantically similar demonstrations, we find that both methods outperform the 0-shot and "Random" baselines. This indicates that selecting demonstrations that are semantically similar to the testing sentences can enhance the translation ability of the LLM. From Table 4, an interesting observation is that adding more demonstrations for the "BM25" and "Fuzzy" methods does not consistently improve the translation ability across most language pairs. In some cases, there is even a decline in performance (e.g., esen). It can be attributed to the fact that the retrieved demonstrations may not always contain the ground-truth words. The presence of unrelated words in the demonstrations negatively impacts the LLM's translation performance.

Regarding the variants of our method, the "Absolute" variant is similar to the "Fuzzy" method in terms of computing the similarity score at the sentence level (both using cosine similarity). The difference lies in the inclusion of weights for related words in the demonstrations. This demonstrates that incorporating the weight of related words can mitigate the impact of unrelated words. The "Relative" and "Ratio" variants show that the proposed sentence level similarity computation can further improve the translation ability of LLMs. On all
translation tasks, our proposed method significantly surpasses all baselines on both the OPUS and Flores-200 test sets.

### 5.4. Robustness of Proposed Method

To verify the robustness of our model, we investigated the performance of LLMs with retrieved demonstrations of varying qualities. We partitioned the test set into subsets based on the similarity scores between the demonstrations and the testing sentences, as described in Section 3. Firstly, we present the performance of our model and the baselines in Figure 1 for different few-shot scenarios. Overall, our model performs well in all situations and even surpasses all baselines. Notably, as we increase the number of demonstrations from 1 -shot to 5 -shot, all three variants consistently achieve more stable and improved results. This observation suggests that the performance of our method becomes more reliable and robust with the inclusion of additional demonstrations. Secondly, we analyze the performance of our model and the baselines across different similarity intervals in Figure 1. Intuitively, demonstrations with lower similarity contain more unrelated words and can potentially confuse the LLMs. Compared to baselines, our model exhibits significantly less performance decline. Particularly, when the


Figure 1: The robustness of different methods on pt-en language pair of Flores-200 test set.


Figure 2: BLEU scores of our method on the OPUS test set for English-Spanish (en-es) with different $k$.
similarity drops below 0.6 , our model consistently outperforms the baselines by a large margin (over $30 \%$ ). These results demonstrate that our method enhances the translation robustness of LLMs.

### 5.5. Analysis on the Effect of Domain Adaptation

To investigate the effect of our method when dealing with texts from different domains, we conducted experiments on the multi-domain dataset. The experimental results are presented in Table 5. Our method has a more substantial impact on the model's translation capabilities compared to baselines. In some instances, our method even leads to improvements exceeding 10 BLEU points. These findings highlight the effectiveness of our proposed method in enhancing the translation performance of LLMs, particularly when dealing with texts from different domains. The ability to achieve significant improvements in translation quality demonstrates the potential of our method in real-world applications where domain adaptation is crucial.

| Methods | IT | Medical | Koran | Law |
| :--- | :---: | :--- | :--- | :--- |
| 0-shot | 14.1 | 12.8 | 3.8 | 14.4 |
| 1-shot |  |  |  |  |
| Random | 10.2 | 10.7 | 2.9 | 7.9 |
| BM25 | 14.7 | 19.6 | 7.4 | 17.2 |
| Fuzzy | 16.0 | 20.2 | 6.7 | 16.3 |
| Absolute | 21.2 | 25.2 | 11.2 | 24.2 |
| Relative | 21.2 | 25.2 | 11.2 | 24.2 |
| Ratio | 21.2 | 25.2 | 11.2 | 24.2 |
| 3 -shot |  |  |  |  |
| Random | 10.2 | 12.3 | 2.7 | 8.4 |
| BM25 | 16.4 | 22.2 | 7.6 | 18.5 |
| Fuzzy | 16.9 | 22.9 | 7.5 | 16.6 |
| Absolute | 20.8 | 28.9 | 11.3 | 26.3 |
| Relative | 20.8 | 28.8 | 11.2 | 26.2 |
| Ratio | 20.9 | 28.9 | 11.2 | 26.0 |
|  |  |  |  |  |
| Random | 12.8 | 5 -shot |  |  |
| BM25 | 16.1 | 22.1 | 3.0 | 8.9 |
| Fuzzy | 16.5 | 23.8 | 7.3 | 17.0 |
| Absolute | 21.4 | 29.4 | 11.3 | 25.9 |
| Relative | 21.2 | 29.4 | 11.4 | 25.8 |
| Ratio | 21.2 | 29.2 | 11.4 | 25.9 |

Table 5: BLEU scores on the test sets of different domains.

### 5.6. Analysis on the Effect of $k$

In our framework, the value of $k$ in Eq.(3), which represents the number of nearest neighbors to select for prompt examples, plays a crucial role. In this subsection, we will explore the effects of different values of $k$ on the model's performance. Regarding the variants of our method, the "Absolute" variant is independent of $k$, our focus is solely on examining the impact of $k$ on the "Relative" and "Ratio" variants. As depicted in Figure 2, we observe that the model achieves optimal performance when $k$ is set to 10 . When $k$ is too small


Figure 3：BLEU scores of our method on the OPUS test set for en－es with different $\alpha$ ．


Figure 4：BLEU scores of our method on the OPUS test set for en－es with different $\beta$ ．
（e．g．，5），the prompts lack diversity，leading to lim－ ited coverage of different translation patterns．On the other hand，when $k$ is too large（e．g．，30），the prompts introduce excessive semantic bias，poten－ tially leading to overfitting and reduced generaliza－ tion ability．Considering both model performance and computational efficiency，we have carefully chosen to set $k$ to 10 ．This value strikes a balance between capturing diverse translation patterns and avoiding excessive semantic bias，resulting in im－ proved translation quality．

## 5．7．Analysis on the Effect of $\alpha$ and $\beta$

We conducted a grid search over the values of $\alpha$ and $\beta$ ，ranging from 0.1 to 0.9 ，to determine their optimal settings．The experimental results are illus－ trated in Figure 3 and Figure 4．It can be observed that as the values of $\alpha$ and $\beta$ increase，the model＇s performance also improves．We found that exces－ sively large values of $\alpha$ and $\beta$ tend to result in the selection of words with repetitive semantic mean－ ings，leading to a lack of semantic diversity．Con－ versely，when $\alpha$ and $\beta$ are too small，the chosen words do not adequately capture the semantic in－ formation present in the source sentence，compro－ mising the model＇s translation capability．Based

| Source | Brazil：Was the shooting of Ricardo Gama <br> politically motivated？ |
| :--- | :--- |
| Reference | Brasil：¿Fue el tiroteo de Ricardo Gama <br> por motivos políticos？ |
| Random | 巴西：¿El asesinato de Ricardo Gama <br> fue motivado políticamente？ |
| BM25 | 巴西：¿Fue el asesinato de Ricardo Gama <br> un acto de motivación política？ |
| Fuzzy | 巴西：¿Motivó la muerte de Ricardo Gama <br> la política？ |
| Absolute | Brasil：¿Fue el asesinato de Ricardo Gama <br> un acto de motivación política？ <br> RelativeBrasil：¿Fue el asesinato de Ricardo Gama <br> un acto político？ <br> Brasil：¿Fue el asesinato de Ricardo Gama <br> un acto político？ |
| Ratio | BF |

Table 6：Case Study
on our analysis，we set $\alpha$ and $\beta$ to 0．8．

## 5．8．Case Study

To examine the translation effectiveness of vari－ ous methods on the translation task，we conducted a case study．As shown in Table 6，we observe that random－based methods，＂BM25＂and＂Fuzzy＂ are all prone to producing translations in other lan－ guages，which is not observed with our approach． We attribute this phenomenon to the similarity of word embeddings for words with the same se－ mantics in different languages within large mod－ els．While the model may have learned the seman－ tic information of sentences，it has not acquired the correspondence between the translation lan－ guages in the prompt．In contrast，our method in－ troduces word pairs with the same semantics into the prompt，enabling the model to learn the lan－ guage correspondence within the prompt＇s instruc－ tion．As a result，our approach effectively captures the topic and semantic information of the target sentence，leading to improved translation results．

## 6．Conclusion

In this paper，we have presented a robust method for improving the translation capabilities of LLMs using ICL．We address the issue of vulnerability to noise in demonstrations，which can significantly deteriorate the performance of LLMs．To over－ come this，we propose a multi－view approach that considers both sentence－and word－level informa－ tion．At the sentence level，we introduce a margin－ based similarity that takes into account the scale inconsistencies of cosine similarity．At the word
level, we introduce a weighting method to avoid the the issue of noise in demonstrations. Therefore, our method provides fine-grained demonstrations that effectively prompt the control of LLMs. Experimental results on various benchmarks demonstrate the effectiveness of our method, particularly in domain adaptation, where our model significantly outperforms the baselines.
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