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Abstract
UDMorph provides an infrastructure parallel to that provided by UD for annotated corpus data that follow the UD
guidelines, but do not provide dependency relations: a place where new annotated data-sets can be deposited,
and where existing data-sets can be found and downloaded. It also provides a corpus creation environment to
easily create annotated data for additional languages and variants. And it provides a REST and GUI interface to a
growing collection taggers with a CoNLL-U output, currently for around 150 different languages, where taggers for
new data-sets in UDMorph are automatically added.
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1. Introduction

Linguistic annotations greatly increase the usabil-
ity of corpora, especially for morphologically rich
languages. Lemmas allow searching for words in-
dependently of the form it happens to be used in,
part-of-speech tags and syntactic relations make
it possible to search for constructions in the text.
And named-entity labels allow going through the
names in a text. Such linguistic annotations are
automatically assigned by means of NLP pipelines,
but those are only available for a limited amount of
typically major languages. This puts researchers
working on languages for which no NLP tools ex-
ist at a clear disadvantage, and perpetuates the
use of a limited selection of languages for linguistic
research.

However, most modern, statistically based NLP
tools are completely language independent. The
only thing that is missing to train NLP tools for new
languages is training data - manually annotated
example texts to train computational models on
the language in question. And there is a steady
development of training data and computational
tools for new languages.

But there is a range of different problems in us-
ing these new tools and training data. The first is
accessibility. There are many descriptions of data
and tools in international journals, but the resources
they describe are often not accessible anywhere,
or are impossible to find. A second problem is that
often, the resources are built either by people with
a either linguistic background or with a computa-
tional background (but not both), while the skill-sets
required to create a coherent and high-quality gold
standard annotated data-set differ greatly from the
skill-sets required to use those data to create ac-
curate NLP tools. And a third problem is that there
is a large amount of variation in the type of anno-
tation provided in the different resources, making
it difficult to work with multiple languages or use

different data-sets within the same tool or resource.
The Universal Dependencies (UD) project1 pro-

vides a solution for all three of these problems. UD
makes resources available by providing a Git repos-
itory organisation where new treebanks can be de-
posited and maintained. And it makes them easy to
find by providing a website listing all available tree-
banks with a description of the language and the
status of the treebank. UD distinguishes the linguis-
tic skills from the computational skills by separating
the treebanks stored in the repository from the com-
putational tools trained on them - UD provides a
new release every half a year, and there are several
computational tools that use the new releases to
train computational models for all sufficiently large
treebanks within the new release. And UD provides
a single annotation scheme for any language in the
world - the part-of-speech tags, morphosyntactic
features and dependency relations are designed
to be language independent, and are stored in the
same format for all languages.

By providing a working infrastructure, UD has
led to the availability of NLP tools in many more
languages than were previously available. For
instance UDPIPE (Straka and Straková, 2017)
trained on version 2.12 of UD provides a depen-
dency parser in over 70 different languages, and
there are treebank data in over 100 languages.
These data make UD not only language indepen-
dent in theory, but proves that it is really usable in
practice for a very wide range of languages - wide
enough to merit the claim that it can be used for any
language. And it is actively developed, meaning
it can be adopted to new linguistic aspects not yet
accounted for. On top of that the UD community
provides a wide array of tools to work with, and has
an active community that can help out in developing
new treebanks.

But for many linguists, UD has one major draw-

1https://universaldependencies.org/

https://universaldependencies.org/
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back - it is an infrastructure for dependency parsed
treebanks. And creating a treebank is hard work,
and not always what people are looking for. Cre-
ating a POS annotated and lemmatised data-set
is often much less complicated, and sufficient for
the purpose at hand. But POS annotated data-
sets cannot be deposited to the UD infrastructure,
and many of the tools provided by UD will not work
on data without dependency relations. They use
UD because it provides a well-establish language
independent framework, with often example data
available in languages similar to the one under de-
velopment. But such resources cannot be hosted
on the UD infrastructure since they lack depen-
dency relations.

UDMorph attempts to remedy this drawback by
providing an infrastructure parallel or at least simi-
lar to that provided by UD for data that follow the
UD guidelines, but do not provide dependency re-
lations. And in doing so aims to provide a place
where new annotated data-sets can be deposited,
existing data-sets are easy to find and available
for training NLP tools, which in turn will hopefully
lead to an NLP pipeline for an increasing number
of languages and variants. And it provides an on-
line interface and REST API access to use those
tools in a format that is compatible with the output
of UD tools like UDPIPE. Additionally, it provides
a web-based tool that makes it easy for people to
develop training data in new languages, and makes
the training data in the UDMorph infrastructure ac-
cessible as searchable corpora.

The UDMorph web-site is hosted as
a service by the LINDAT infrastructure:
https://lindat.mff.cuni.cz/services/
teitok-live/udmorph/, which provides links
to the Git organisation, the tagging interface, and
the searchable corpora. From the landing page
there is a link to an overview of the current number
of available taggers, corpora, and repositories.

2. Taggers

The ultimate goal of UDMorph is to enable and
provide NLP pipelines in as many languages and
language variants as possible. That includes not
only languages, but also dialects, historical variants,
and non-standard language domains. For this, it
provides a web-based interface where people can
submit texts in a growing number of languages,
and get annotated results. The output is provided
in CoNLL-U format, where the first lines indicate
the tagger and the model that was used. It also pro-
vides a graphical output where the annotations for
each word are displayed in a popup when hovering
the mouse over it. At the time of writing, there are
taggers for almost 150 different languages in the
online interface of UDMorph, which is about twice

as many as those provided by other UD based NLP
tools. The taggers are not only provided as a web
interface, but also as a REST service, so that the
tagger output that can be directly integrated in an
NLP pipeline.

The interface, as well as the REST service, pro-
vides a list of the languages for which a tagger is
currently available, in which each language is iden-
tified by a name, as well as its ISO 639-3 code. For
ease of use, it also provides an ISO 639-5 language
family to group languages. For each language, it
indicates which tagger is used for tagging, as well
as the model that is used, and the features that are
provided by the tagger.

There are two types of REST models used by the
UDMorph online interface. There are external, ex-
isting REST services, mostly for that languages for
which a UDPIPE model exists. For external REST
services, the input data are sent to the REST ser-
vice in question and only displayed locally. And
there are REST models provided by UDMorph it-
self, that will run a tagger on the LINDAT servers.
Those taggers that run on the LINDAT server can
be further divided in three types - (1) those that
in fact run on an external REST service but are
executed via the LINDAT server to harmonize the
output. (2) Those that are using existing, installable
taggers that run in a locally installed version on the
server. And (3) new taggers that use models that
are trained on the UDMorph data-sets.

The local installation of taggers does not only pro-
vide tool developers to have a place where they can
deploy their tagger, but also allows casual users
to use the tagger without having to install it locally.
The local taggers seldomly use CoNLL-U as their
output format, and often do not use UD tags. There-
fore, the output provided by the REST service is
often not the direct output of the tagger, but rather
the output converted to CoNLL-U. Where needed,
the tags are also automatically converted to UD,
with the original tag provided as a non-UD part-of-
speech tag (XPOS), and the UPOS and FEATS
columns provide the automatically converted data.

In principle, all taggers in UDMorph provide a
lemma, a UPOS and FEATS, and optionally an
XPOS. However, taggers that do not provide all
these data are also included while no more com-
plete tools are available. The language overview
page lists which fields are provided by the tagger,
with a star behind the UPOS and FEATS if they
are not provided natively in UD, but rather were
automatically converted, as in the case of locally
installed non-UD taggers. Automatic conversion
does not (always) lead to fully UD compliant output
since the tags cannot always be correctly mapped.
There are tags that lack information for proper au-
tomatic mapping - for instance many taggers do
not distinguish between subordinate and coordi-

https://lindat.mff.cuni.cz/services/teitok-live/udmorph/
https://lindat.mff.cuni.cz/services/teitok-live/udmorph/


16935

nate conjunction, meaning the UPOS column can
only provide a less specific tag CONJ until it is dis-
ambiguated in context - a tag that is not a valid in
UD. There are tags whose mapping is potentially
incorrect in UD, for instance many tag-sets use a
broader notion of auxiliary verb than what is used
in UD meaning that some auxiliary verbs should
have been tagged as verbs in UD.

In order to facilitate testing the different taggers,
the GUI interface provides the option to load an
example sentence for each language. For this it
uses the first article of the Universal Declaration
of Human Rights (UDHR), which is available in
around 500 languages. Even with that many trans-
lations, the UDHR is not available for all languages
for which there is a tagger, and if there is, it some-
times uses a different orthography. Therefore, there
is the option for users to provide additional trans-
lations, especially for languages for which there is
a UDMorph taggers. Also the collection of UDHR
translations will be made available via the UDMorph
repository.

The tagger interface is not intended to provide
stable models, but rather always provides the most
accurate UD based tagger available. If better or
more complete taggers become available, they will
replace the older version so that the output of the
tagger service is always the best available output.
In principle we will attempt to allow calling older ver-
sions explicitly, but especially third-party taggers
might break in the future. For people relying on a
stable tagger output, the models are always made
available for download where possible, so that peo-
ple can use them locally and have control over the
version of the model they are using.

3. Data-sets

The more direct goal of UDMorph is to provide gold
standard training data, parallel to what the UD in-
frastructure does, but then for data-sets that do
not provide dependencies. Data-sets enable the
NLP community to train new taggers with new tech-
niques, which with the current advances in deep
learning is bound to lead to increasingly accurate
taggers. The guidelines for the data-set are exactly
the same as for UD treebanks.

The data-sets in UDMorph are provided in a man-
ner very similar to how they are provided in UD: as
Git repositories in CoNLL-U format in a dedicated
Git organisation2, with metadata about the content
and constitution of the corpus. The parallel set-up
and shared data structure should enable develop-
ers to easily include UDMorph data into training
pipelines developed for UD treebanks (and that do
not rely on dependencies).

2https://github.com/UDMorph/

UDMorph provides access to all data-sets, in-
cluding those data-sets that are not yet complete
data-sets in UD style. And it aims to release peri-
odic releases of all complete and correct data-sets
that have a sufficiently free licence. As in the case
of taggers, data-sets should at the bare minimum
provide a form and a UPOS, and complete data-
sets should provide FEATS, LEMMA, and optionally
XPOS.

Some data-sets were automatically converted
from non-UD source data, and do not necessar-
ily (yet) fully follow the UD guidelines. Such non-
compliance will be reflected in the metadata of
the data-set, with only fully compliant data-sets
included in the UDMorph release. An additional
issue in data-sets converted from external sources
is that many traditional POS data do not contain
information about word spacing. For such data,
the UD style spacing information (NoSpaceAfter)
was added manually where expected, so that
the data-sets can be used in modern-day NLP
pipelines. Modern tool-chains often include a to-
kenization step, and tokenization badly fails if the
word-spacing is missing in the training data. How-
ever, the automatically inserted NoSpaceAfter data
do not necessarily reflect the spacing in the original
data. So apart from the status of the tags and lem-
mas, the metadata also provide information about
the status of the word spacing in each data-set.

There are data-sets in UDMorph that are not
maintained at the UDMorph repository, but merely
hosted there, much more than in the case of UD.
Firstly, there are the data-sets that are converted
from external sources, and if those original source
are still being maintained, all contributions to such
corpora should be made to the original, which typi-
cally is itself available as a Git repository. Secondly,
UDMorph provides a graphical environment to al-
low people to more easily create new data-sets for
new languages. For those corpora, the CoNLL-U
data-set are exported from the data format used in
the graphical interface, and hence also for those
corpora, new contributions should not be added to
the CoNLL-U data-set, but rather using the graphi-
cal interface.

UDMorph data-sets can optionally contain infor-
mation in the MISC column, which can be of a
range of different types, as prescribed in the UD
guidelines. The most prominent types of miscella-
neous information in annotated data-sets for less
resourced languages tends to be named entities,
as well as (English) glosses to make data more
easy to interpret.

Despite the fact that the release of data-sets is
a primary goal of the UDMorph project, there is
currently only a handful of data-sets available as
Git repositories. The reasons for that is that even
though there are more data-sets on the server,

https://github.com/UDMorph/
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those data-sets were incorporated from external
sources. Even though those sources are in princi-
ple all open source, we are still first looking for the
confirmation by the original authors that their data
can be made available in a modified format as a
UDMorph data-set. The long-term objective is to
have only a limited number of data-sets that can
only be used internally (they are currently only used
to train a tagger), since their limited functionality
does not really justify the effort needed to convert
them. The hope is that all current internal data-sets
will gradually be distributed as Git repositories.

4. Corpora

Where permitted by the licence and/or the author,
the UDMorph data-sets are also made available as
searchable corpora on the UDMorph site, using the
TEITOK corpus platform (Janssen, 2016). TEITOK
is an open source platform that can be installed
anywhere from the repository page3.

The corpora in TEITOK are set-up in manner
parallel to the UD corpora in TEITOK4. There are
three different types of ways in which the TEITOK
corpora were created. (1) External sources that are
not yet in CoNLL-U have been first converted from
their original format to a TEITOK corpus, and from
there exported to CoNLL-U. (2) external sources
that are in CoNLL-U from the start are only imported
into TEITOK. And (3) there are corpora that have
been generated directly in TEITOK using UDMorph
as a corpus creation tool.

TEITOK internally uses TEI/XML, with the CoNLL-
U attributes modeled as attributes over the token
nodes. Although this is quite different from CoNLL-
U, the information is fully compatible and can be
losslessly converted in both directions (baring non-
UD information that might be included in the cor-
pus).

TEITOK makes the gold standard corpus data
searchable using the Corpus Query Language of
the Corpus WorkBench (Evert and Hardie, 2011).
And it makes the corpus text visible as a readable
document. The landing page for each corpus not
only allows searching though the corpus, but also
provides all relevant information about the corpus,
in order to make sure it is made clear where the data
came from and who was involved for its creation.

The TEITOK corpus can contain more informa-
tion than what is exported to the CoNLL-U format.
The reason for that is that if the original data contain
additional information that can easily be incorpo-
rated and made searchable in TEITOK, it would be
a missed opportunity to not include that information
in the corpus. This is the same as the reason why

3https://gitlab.com/maartenes/teitok
4https://lindat.mff.cuni.cz/services/

teitok/ud212/

UD treebanks can contain a non-UD POS tag as
an XPOS, despite the fact that the XPOS has in
principle little to do with UD. A example of such non-
UD information can be found in the HUN-NERKOR
corpus (Simon and Vadász, 2021), which contains
a lemmatized form (the emLemma) using a differ-
ent style of lemmatization from what UD requires.
In parallel to the XPOS, this information is stored
as an attribute XLEMMA in the TEITOK corpus for
this resource, which can be used in searching and
is diplayed in the interface5. And there might be
other types of information in other external data-
sets, such as entity linking information, morpholog-
ical information as Interlinear Glossed Text, as well
as more structured metadata about the source files
than UD tends to provide.

The potential presence of additional information
in the TEITOK corpus is one of the motivations
behind using TEITOK as an intermediate format
when converting existing data-sets to CoNLL-U. At
least at the moment, such information is not in-
cluded in the CoNLL-U files, since it would not add
to the usability of the data-set for POS tagging and
lemmatization. So converting directly to CoNLL-U
would mean those data would not be available in
the searchable corpus either, while in the current
set-up using TEITOK as an intermediate platform it
is.

The CoNLL-U files generated from TEITOK cor-
pora can include data that are not standard in UD.
The most prominent example is the inclusion of
the token ID of the token in the TEITOK/XML that
corresponds to the CoNLL-U line. The reason for
that is that if for some reason corrections are made
to the CoNLL-U export, the token IDs allow rein-
corporating those changes into the TEITOK/XML
files.

5. Corpus Creation Tool

On the UDMorph web-site, TEITOK is not only pro-
vided as a corpus search tool, but also as a corpus
creation tool to make the process of generating new
data-sets easier. And we intend to use TEITOK in
courses and hackatons, both on-site and virtual, to
guide people along in the creation of new annotated
data-sets.

TEITOK was created on the basis of tool called
CorpusWiki (Janssen, 2013), which was a tool
to generate gold standard POS annotated cor-
pora, sharing its objective hence with UDMorph.
TEITOK has since developed considerably, and
has proven a popular tool for creating and cor-
recting POS annotated corpora such as EModSar

5https://lindat.mff.cuni.cz/services/
teitok-live/udmorph/hun-nerkor/index.
php?action=file&id=news/globalvoices_1.
xml

https://gitlab.com/maartenes/teitok
https://lindat.mff.cuni.cz/services/teitok/ud212/
https://lindat.mff.cuni.cz/services/teitok/ud212/
https://lindat.mff.cuni.cz/services/teitok-live/udmorph/hun-nerkor/index.php?action=file&id=news/globalvoices_1.xml
https://lindat.mff.cuni.cz/services/teitok-live/udmorph/hun-nerkor/index.php?action=file&id=news/globalvoices_1.xml
https://lindat.mff.cuni.cz/services/teitok-live/udmorph/hun-nerkor/index.php?action=file&id=news/globalvoices_1.xml
https://lindat.mff.cuni.cz/services/teitok-live/udmorph/hun-nerkor/index.php?action=file&id=news/globalvoices_1.xml
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(Puddu and Talamo, 2020) and CoDiAJe6, espe-
cially for researchers with a limited computational
background. It provides a visual environment for
viewing and correcting token-level annotations like
POS and lemma, and also provides several meth-
ods to speed up the process of correcting such
annotations.

In order to build a new annotated corpus in
TEITOK from scratch for a new language, the UD-
Morph interface provides the same bootstrapping
set-up that was used in CorpusWiki and more re-
cently in UDWiki (Janssen, 2021). In this set-up,
the very first file in a new corpus has to be man-
ually annotated. And as such, it is highly recom-
mendable to start with a short text, ideally with a
limited vocabulary. While annotating, the system
will suggest the previously used tag for word-forms
that have been used before. And for yet unknown
words, it will allow you to select one of the univer-
sal part-of-speech (UPOS) tags, and depending
on the UPOS tag allow selecting morphosyntactic
features (FEATS).

Once the first text is fully annotated, it can be
used to generate a tagger, which can then be used
to automatically annotate a second text. Since the
training data are still very limited the accuracy of
that initial parse will be quite low. Still, correcting
tags in a badly annotated text is quicker than hav-
ing to manually annotated from scratch. And by
retraining the tagger with every additional manually
correct file, the tagger will gradually get better and
the process will increasingly speed up.

In order to use the bootstrapping technique in
which the tagger is frequently retrained, the training
has to be fast and light-weight, meaning that tag-
gers based on large language models cannot be
used in this manner. Therefore, the system provide
a choice between two older taggers: UDPIPE ver-
sion 1, as well as NeoTag (Janssen, 2012), which
was the tagger initially developed for CorpusWiki.

As mentioned, the TEITOK interface provides
various options to make corrections in an efficient
way, apart from correcting individual errors in a sim-
ple HTML form. The most prominent of those is the
option to search for specific occurrences in the cor-
pus using CQL, and then automatically or manually
correct all those occurrences (see (Janssen et al.,
2017)). This can be used to quickly correct known
errors of the tagger, often triggered by spotting an
individual error. For instance, if the word hammer
in a very clearly verbal context would be tagged
as a noun by the tagged, that might mean that it
did not occur as a verb in the training data, and all
occurrences of hammer should be revised. The
interface makes it possible to restrict the number
of cases that need to be revised using CQL, in the

6http://corptedig-glif.upf.edu/teitok/
codiaje/

case of hammer for instance by only looking for the
occurrences that to not follow a determiner. With
the full CQL query, the interface present the full list
of occurrences, where it is then possible to either
change the POS or lemma to a given value, or cre-
ate an editable list where each occurrence can be
edited separately.

The UDMorph environment will provide three ad-
ditional options as a starting point. The first is the
option to use a multilingual large language model.
Given an informal test of the accuracy on some
languages, the current accuracy seems to be so
low that is would only help in the first few, or maybe
only in the very first file, after which it would be out-
performed by tagger trained on the local data, even
if that tagger is not fully up-to-date. But technology
in this area is advancing rapidly, and perhaps could
improve even more when UDMorph itself is used
to train a multilingual tagger on a growing number
of languages. These options still have to be imple-
mented, so no experiences can be reported on how
well it works in practice.

The second option is to start using an inflected
lexicon. There are considerable amounts of lan-
guages for which there is an inflected lexicon, but
no disambiguated texts using that lexicon. Lexicons
that can be found in frameworks like UniMorph7 or
OntoLex-Morph (Chiarcos et al., 2022). We are
gradually releasing conversion tools to convert in-
flected lexicons in various format to a format that
provides UD style information. UD style lexicons
can then be used in the corpus creation interface:
when tagging a new unknown word, the interface
will allow the user to select between the existing en-
tries in the lexicon. This means that with a lexicon,
the tasks of annotating the first text(s) consists of
disambiguating between the various options pro-
vided by the lexicon, rather than tagging by hand.
This not only speeds up the process but further-
more avoids coding errors. We aim to add lexicons
in the published data where possible, in order to
allow developers to use a lexicon to improve the
accuracy of taggers based on the UDMorph data-
sets.

And the last option is to use an existing UDMorph
tagger for a language that either does not (yet) fully
follow the UD guidelines, or does not yet provide all
the fields. In such cases, the existing tagger can be
used to provide all the data it can provide, so that
the process of creating a more complete data-set
would consist of correcting the errors and filling in
the missing data. If for instance only a UPOS is
provided by the tagger, that would imply manually
lemmatizing, as well as providing the FEATS. And
once completed, the full data-sets created out of a
partial taggers and data-sets can then be included
in the next UDMorph release. In this manner, UD-

7https://unimorph.github.io/

http://corptedig-glif.upf.edu/teitok/codiaje/
http://corptedig-glif.upf.edu/teitok/codiaje/
https://unimorph.github.io/


16938

Morph aims to gradually phase out taggers and
data-sets that are not UD native.

One of the objectives of UDMorph is that a (com-
plete) UDMorph tagger can be used in a similar way
to automatically provide the morphosyntactic anno-
tation for a new corpus, or to start directly from the
annotated corpus, to allow people to manually add
dependency relations to generate a full treebank.
In that respect, one of the objectives of UDMorph
is to make itself redundant by gradually have the
data-sets converted into full treebanks that can be
hosted on the UD infrastructure.

And of course it is not necessary to start from
scratch with a new corpus, there might be existing
data to start from. The corpus creation tool can
be used to extend, complete and correct corpora
based on partial data-sets directly instead of creat-
ing a new corpus based on their tagger output. And
new corpora can be created out of existing anno-
tated data-sets for that purpose as well. Given the
CQL based manner mentioned above, the TEITOK
interface can help in the process of correcting and
completing. For instance to distinguish subordinate
and coordinate conjunction in corpora that do not
yet make that distinction, the interface makes it
easy to say first change all conjunctions to SCONJ,
and then go through the (typically limited list of)
coordinate conjunctions one by one to convert con-
junctions like and and or to CCONJ instead.

6. Contributing

UDMorph will of course only work with the partic-
ipation of researchers around the world. It is an
initiative to provide services to host and use anno-
tated data-sets created by other people, and not a
large project to create new annotated data. So we
very much invite anybody to contribute additional
data-sets to the initiative, whether they be existing
resources or newly created ones.

An important objective is to make it easy to con-
tribute to the UDMorph infrastructure, and to make
sure contributions to UDMorph are properly cited
and provide attribution citations. Since UDMorph
has various objectives and types of corpora, there
are also various ways to contribute.

The best way to contribute is to create or pro-
vide (and then subsequently maintain) a fully an-
notated data-set following the UD guidelines. A
data-set with a sufficiently open licence that can be
included in the next release. Such full data-sets will
be published as a Git repository in the UDMorph
workspace, and will be made available in the future
as a HuggingFace data-set. We will train a tagger
on the data-set and include it in the tagger service,
both via the GUI and via the REST API. It will be
made available as a searchable TEITOK corpus.
And hopefully it will be picked up by researchers to

generate increasingly accurate NLP pipelines.
To provide such full annotated data-sets, re-

searchers should contact us so that we can gener-
ate a Git repository to host the data. Like in the case
of a new UD treebank, it needs an ISO code of the
language, with potentially an addition to indicate a
specific dialect, region, style, or period, as well as
a name that should be used for the language. And
then there are two ways to have that repository be
set-up.

The first option is to have a resource that is main-
tained as a TEITOK corpus for which you will be the
main administrator allowing you to make change to
the data, and from which the CoNLL-U files in the
repository will be generated. As mentioned in the
previous section, TEITOK provides several ways to
efficiently adapt existing annotated corpora to UD
compliant data-sets.

The second possible set-up for a full data-set
is to maintain the Git itself and modify the CoNLL-
U files with any editing tools you prefer. In those
cases, you can be an administrator of the repository
in the UDMorph repository itself, or the UDMorph
repository can be a clone of a repository that is
maintained elsewhere.

We are also happy to host data-sets converted
from existing repositories that are either following
UD but not provided in CoNLL-U, or in a standard
that can be converted to UD. In the latter case, we
would furthermore need a table or script to convert
the data. In those cases, the data-set will largely
be treated as a the full data-sets above, except that
data that are not yet completed and corrected will
not be included in the release.

At least in the initial phase, we will also be happy
to convert existing data-sets that cannot be made
available, in order to train a tagger on such data
that can then hopefully be used to later generate
a full UDMorph data-set in the set-up sketched in
the previous section.

We are also happy to include available taggers
that cannot be provided as data-sets for languages
not yet available in UDMorph. In the best case
scenario those are taggers that provide UD output
in CoNLL-U, provided as a REST server. But we
can also install taggers locally that either provide
UD output or can be converted to UD output. Non-
UD taggers or locally installed taggers would ideally
lead over time to full data-sets that can be released.

And finally, anybody using the UDMorph data or
other data to create new taggers or tagger models
that (significantly) outperform the taggers currently
provided in UDMorph and can be run (ideally as a
REST service), we would be more than happy to
replace the currently used tagger by its improved
counterpart. As mentioned, the goal of the online
tagger interface is to provide the most accurate
data available.
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7. Conclusion

UDMorph provides an infrastructure to help towards
a better coverage of NLP tools for more languages,
following the multilingual design of the UD anno-
tation guidelines. It does this by providing an in-
frastructure parallel to that for UD treebanks where
annotated data-sets following the UD guidelines
can be hosted, without requiring them to be full
treebanks. It furthermore provides an online inter-
face where taggers with a CoNLL-U output in UD
style can be used online. And it provides a corpus
creation environment that makes it easier to create
new data-sets for new languages or variants.

As an infrastructure initiative, UDMorph will only
work if people contribute to it, but it already provides
a considerable amount of services based on data
we were able to gather ourselves. An initial internet
sweep has shown that there are quite a few anno-
tated data-sets out there for languages without NLP
tools at the moment, and a significant amount of
those is using are using UD guidelines, such as the
Masakhane initiative for African languages8. There
are also quite a few published papers that describe
taggers that do not seem to be available by any
means, potentially either because of the lack of
a proper way to deploy the tagger, or because of
a lack of proper attribution. By providing both an
infrastructure and a way to acknowledge the efforts
of the people doing the actual work, we hope to
convince research to make more of such resources
available.

With such data, as well as by using UD tree-
banks that are still too small to train a parser, but
lead to decent results for the simpler task of tag-
ging and lemmatization, UDMorph already provides
around twice as many languages as other tagging
or parsing tools available at the moment. And with
a community effort, helped by the graphical tools
and support we provide, the hope is to have this
number grow considerably.

And as has been reported by the experience of
ClassLA (Ljubešić et al., 2021), annotated data-
sets tend to be larger than treebanks, and larger
training data lead to better accuracy. So potentially
UDMorph can provide more accurate data even
for languages for which there already is a full UD
treebank.
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