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Abstract
Data-to-text systems offer a transformative approach to generating textual content in data-rich environments. This
paper describes the architecture and deployment of Prosebot, a community-driven data-to-text platform tailored
for generating textual summaries of football matches derived from match statistics. The system enhances the
visibility of lower-tier matches, traditionally accessible only through data tables. Prosebot uses a template-based
Natural Language Generation (NLG) module to generate initial drafts, which are subsequently refined by the reading
community. Comprehensive evaluations, encompassing both human-mediated and automated assessments, were
conducted to assess the system’s efficacy. Analysis of the community-edited texts reveals that significant segments of
the initial automated drafts are retained, suggesting their high quality and acceptance by the collaborators. Preliminary
surveys conducted among platform users highlight a predominantly positive reception within the community.
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1. Introduction

zerozero.pt1 is a prominent Portuguese sports
portal, offering comprehensive access to match-
related data and statistics, encompassing teams,
players, goals, substitutions, fouls, and corners.
Additionally, it provides news coverage for premier
competitions, curated by a team of journalists. No-
tably, this coverage encompasses merely 1.4% of
the matches cataloged in zerozero.pt’s database.
To take advantage of the vast volume of data, ze-
rozero.pt pioneered the development of Prosebot,
an automated system designed to craft text-based
match reports predicated on structured match data.
Prosebot harnesses standard template-based Nat-
ural Language Generation (NLG) methodologies,
drawing parallels with analogous tools employed
in diverse sectors, including finance, meteorology,
and sports journalism.

Developed collaboratively by zerozero.pt’s en-
gineering team and journalists, Prosebot employs
NLG techniques to produce initial drafts of match
summaries, which are subsequently refined by the
platform’s community members prior to publication.
This paper elaborates on the Prosebot platform,
highlighting its role in engaging zerozero.pt’s vast
community in the creation of match summaries us-
ing automatically generated texts as a starting point.
Through this platform, zerozero.pt aims to expand

∗Corresponding author.
1http://zerozero.pt

its coverage to encompass more matches and shed
light on lesser-known teams and competitions. Ad-
ditionally, the paper presents findings from a sur-
vey conducted among zerozero.pt ’s journalists and
community members, offering insights into their
perspectives on the platform’s effectiveness and
the broader implications of automation in sports
journalism.

The structure of this article is defined as follows:
Section 2 identifies state-of-the-art and advance-
ments related to NLG applications in journalism, col-
laborative work between humans and automated
systems in text generation, and empirical studies ex-
ploring journalists’ perceptions of automation tools.
Section 3 presents the findings of a survey con-
ducted with zerozero.pt’s journalist, aimed at dis-
cerning their stance on the platform and their per-
ceptions regarding the use of automation in news-
rooms. Section 4 describes the technical archi-
tecture of the Prosebot platform and its underlying
data-to-text NLG module. Section 5 presents the
results of a survey conducted with the community
of readers to evaluate the impact of the platform. In
the final section, we present the conclusions and
future development prospects.

2. Related Work

2.1. NLG Applications in Journalism
Natural Language Generation (NLG) techniques
have gained significant traction in journalism, ev-

http://zerozero.pt
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ident in both scholarly research and commercial
applications. Notable academic contributions in-
clude PASS (van der Lee et al., 2017), Chen and
Mooney (2008), Plachouras et al. (2016), Leppä-
nen et al. (2017), and SumTime-Mousam (Reiter
et al., 2005). On the commercial front, companies
such as Arria2, Automated Insights3 and Narrative
Science4 have developed products like Arria Sports,
WordSmith and Quill, respectively.

With regards to previous research, we highlight
the PASS system (van der Lee et al., 2017). PASS
employs a template-based approach to produce
Dutch sports reports. A unique feature of PASS is
its ability to generate dual reports for each game,
tailoring the tone to the reader’s team preference.
This contrasts with Prosebot, which produces a
singular, neutral-toned report. The data for PASS
is sourced from Goal.com5, encompassing details
such as participating teams, final scores, goal scor-
ers, fouls, historical game results, and prior en-
counters between the teams. To evaluate PASS, a
user-centric assessment was undertaken, wherein
participants were presented with PASS-generated
texts and queried about their clarity and fluency.
The feedback indicated a favorable reception, with
fluency and clarity scores surpassing the neutral
benchmark of 4. An important distinction between
PASS and Prosebot lies in their approach: while
PASS autonomously crafts reports, Prosebot inte-
grates feedback from zerozero.pt’s readers in the
process.

There have also been reports of popular news-
papers using machine-generated news articles, al-
though information available about such systems is
scarce. In 2007, the Los Angeles Times launched
a blog about homicide reports that would eventu-
ally feature machine-written texts following a sim-
ple template (Young and Hermida, 2015). In 2014,
the same newspaper used Quakebot to generate
the first article for an earthquake (Oremus, 2014).
In 2019, BBC managed to publish a news story
for every constituency (a total of 650) in the UK
on the general election night, using an NLG sys-
tem (Molumby and Whitwell, 2019).

2.2. Post-Editing and
“Machine-in-the-Loop”

Based on our research, the collaborative effort of
humans and machines in crafting sports articles ap-
pears to be a novel concept. Nonetheless, we iden-
tified two analogous methodologies: post-editing
and machine-in-the-loop story generation.

2https://www.arria.com
3https://automatedinsights.com
4https://narrativescience.com
5http://goal.com

Reiter (2020) discusses the idea of editing an au-
tomatically generated text before it being released.
He references the post-editing technique, predomi-
nantly employed in machine translation, and cites
an experiment involving a weather forecast gen-
erator (Sripada et al., 2005). In this experiment,
domain experts revised the generated forecasts
before distribution to clients. Notably, Reiter ob-
served that while post-edit analysis identified ar-
eas for system improvement, the post-editing it-
self didn’t markedly elevate the text quality. He
ultimately posits that the optimal collaboration be-
tween human and machine entails the machine
producing a coherent and precise draft, which the
human can then refine with nuanced modifications.

Additionally, there are various text-to-text NLG
systems with the purpose of supporting individuals,
in areas including machine translation (Vaswani
et al., 2017; Sennrich et al., 2016; Bahdanau et al.,
2015) and automatic grammar checking (Dale et al.,
2012). A notable variant of these systems is the
machine-in-the-loop story generation. This con-
cept is a counterpart to the widely recognized
"human-in-the-loop" approach. In the machine-
in-the-loop paradigm, the machine augments hu-
man capabilities, whereas in the human-in-the-loop
model, humans actively contribute to the training
of machine-learning models by offering feedback,
labeling examples, or proposing features (Clark
et al., 2018). The general idea is the following:
when creative writers encounter "writer’s block",
they can leverage NLG systems to auto-generate
sentences based on provided input. Examples of
such systems include STORIUM (Akoury et al.,
2020), Writing Buddy (Samuel et al., 2016) and
Creative Help (Roemmele and Gordon, 2015).

STORIUM is a gamified collaborative story-
writing platform, that transforms the writing process
into an interactive game. Within each game ses-
sion, one participant assumes the role of the narra-
tor, while others embody individual characters. To
incorporate the "machine-in-the-loop" story gener-
ation, the developers integrated a GPT-2 language
model, which was trained on approximately five
thousand STORIUM stories. For evaluation pur-
poses, a web service was established to relay the
model’s outputs directly to the STORIUM platform.
Users can generate a scene entry by pressing a
button, which crafts the content based on the pre-
ceding text’s context. Subsequently, users have
the flexibility to modify the generated content by
adding or removing elements as desired.

To quantify the extent of retained text, the authors
introduced a metric named USER (User Story Edit
Ratings). This metric, rooted in the Longest Com-
mon Subsequence (LCS) variant of ROUGE (Lin
and Hovy, 2003), gauges the similarity between
the original and edited texts. Upon applying this

https://www.arria.com
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metric and gathering insights from user interviews,
the authors deduced that users perceived the gen-
erated text as fluent, attributing this fluency to GPT-
2’s pre-training. Notably, while a significant por-
tion of the generated content was often deleted
by users, retention was higher when the content
closely aligned with the overarching narrative. This
observation was further corroborated by the Pear-
son’s correlation between the USER scores and
user evaluations. In a deeper analysis of the pre-
served content, the authors noted that around 30%
of proper nouns remained intact, suggesting that
users often retained elements like character names,
which typically remain consistent throughout a nar-
rative.

2.3. Journalists’ Perceptions towards
NLG

The perspective of news journalists on automated
tools has been a topic of interest in prior research.
van der Kaa and Krahmer (2014) investigated the
trustworthiness and expertise of automatically gen-
erated articles in comparison to those written by
humans. van Dalen (2012) analyzed a collection
of blog posts and articles to discern journalists’
views on the potential impact of automation on their
profession. Kunert (2020) conducted interviews
with German software providers and sports journal-
ists to understand the adoption of automated tools
and the anticipated shifts in sports reporting. Our
survey, targeting zerozero.pt’s journalists, draws
inspiration from these studies, and we contrast our
findings with theirs in the subsequent section.

3. Survey of zerozero.pt’s Journalists

To inform the design of the platform, we solicited
feedback from the journalists within zerozero.pt’s
newsroom. This survey also aimed to gauge their
perceptions regarding the influence of automated
content generation tools. Conducted in January
2021, the survey garnered responses from fifteen
(15) journalists. Ensuring confidentiality, the survey
was designed to be entirely anonymous, comprising
both 5-point Likert scale questions and open-ended
queries.

In relation to the platform, the survey revealed
that 86.7% of the journalists believed that sum-
maries should undergo approval before publication.
This contrasts with the views of the product man-
agers, who, based on informal discussions, held
the opposite stance. As further elaborated in Sec-
tion 4.5, zerozero.pt embodies a collaborative spirit,
heavily relying on community contributions for var-
ious informational facets. In alignment with this
spirit, the Prosebot platform aims to maintain this
collaborative approach. However, in heeding the

journalists’ concerns about maintaining journalistic
integrity, the platform implements post-publication
moderation. This ensures that content deemed in-
appropriate or not up to the website’s standards will
be promptly removed.

When inquired about the attribution for the sum-
mary, 73.3% of the journalists concurred that both
the collaborators and Prosebot should be acknowl-
edged as co-authors. Such an approach ensures
transparency, allowing readers to be informed of
all contributors to the text.

In the second part of the survey, we asked ques-
tions regarding the integration and implications
of automated tools like Prosebot within the news-
room. When contrasting the capabilities of journal-
ists with those of automated tools, a predominant
sentiment emerged: while journalists viewed them-
selves as possessing greater flexibility and analyt-
ical prowess, they acknowledged the speed and
expansive reach of automated content generation
– specifically, in the context of football, this allows
even minor competitions to benefit from textual cov-
erage. A portion of the feedback expressed appre-
hensions about the potential reduction in the need
for journalists in the future. However, a significant
majority of respondents (66.6%) were confident that
this eventuality is unlikely. These findings, detailed
further in Figure 1, largely resonate with the insights
from van Dalen (2012). A notable deviation is the
prevailing belief among zerozero.pt’s journalists
that they won’t be replaced. This sentiment might
stem from their prior interactions with tools like Pros-
ebot and the assurances from zerozero.pt ’s project
managers, who have consistently positioned Prose-
bot as a supplementary aid rather than a substitute.

In one of the open-ended questions, we asked
how the introduction of these tools could change
the role of a journalist, and most respondents high-
lighted the freedom to develop other types of con-
tent such as investigative work, although a few of
them (3) do not foresee any significant change. In
the last question, we inquired about the character-
istics of the journalistic work that automatic tools
would be unable to replicate. The respondents un-
derstand that these tools do not have access to
the full context of a match, and do not have the
sensitivity, creativity, and subjectivity to deal with
the game’s nuances. One particular answer even
states that “the sensitivity, in-depth analysis and
interpretation of each journalist is irreplaceable”.

4. Prosebot Platform

This section presents the architecture and function-
alities of the Prosebot platform. We start by listing
the data sources that feed into the system, followed
by a description of the design and implementation
of the templates module that enables the Natural
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Figure 1: Overview of feedback from zerozero.pt’s journalists.

Language Generation (NLG) process. In the end,
we describe the community-driven workflow that in-
tegrates readers into the content creation process.

4.1. Data Source

Contrary to other systems, such as those devel-
oped by Theune et al. (2001) and van der Lee et al.
(2017), which sourced data through web scraping,
Prosebot directly taps into the zerozero.pt database
via a dedicated API. This API returns detailed match
information, including participating teams, competi-
tion designation, final score, goal contributors, an-
tecedent match outcomes, and player infractions.
Furthermore, zerozero.pt also supplies data about
the game’s events and players’ and teams’ statistics.
This allows for the generation of nuanced textual
content, spotlighting, for instance, a player’s scor-
ing milestones or a consistent series of matches
with goal achievements.

4.2. Template Design

In the current iteration of Prosebot, template have
been developed through a collaborative effort be-
tween zerozero.pt’s engineering team and its jour-
nalists. These templates are archived in JSON
files and are categorized for ease of access. Each
template encompasses both content and an asso-
ciated condition. Prosebot parses and evaluates
this condition to decide if the content should be in-
corporated into the generated text. This approach
has been particularly important in diversifying the
template pool, thereby reducing textual monotony.
Through a user-friendly graphical interface, jour-
nalists can autonomously modify and expand the
existing templates. The most significant of these
templates are detailed in Table 1.

4.3. Content Selection and Document
Structure

The structure of the Prosebot-generated document
closely mirrors that of news articles on zerozero.pt,
with certain distinctions. The generated document
is organized into seven primary sections. The Title
provides a concise summary of the match outcome,
be it a win or a draw. The Subtitle offers a brief char-
acterization of the result, taking into account the
goal difference, the context of goals scored, and the
teams involved. The Small Text section details the
match result, goal scorers, the number of red cards
issued, and notable players. In the Introduction,
the match result is highlighted, along with teams’
performance trends leading up to the match, such
as consecutive wins or losses. It also mentions
the standout player and any significant trivia, which
could include milestones like record-breaking shots
or corners. The Events section chronicles key mo-
ments of the game, including goals, red cards, sub-
stitutions, and missed penalties. The Debriefing
concludes with post-match team rankings, upcom-
ing matches for each team, and potentially other
trivia about each team. Lastly, the Trivia section,
presented separately, lists intriguing facts about the
match or the teams, encompassing sequences like
winning streaks (e.g., "Team A broke a sequence of
5 winning games") and statistics, especially those
that set new records for the competition.

Each section, with the exception of the final trivia
section, is presented as a distinct paragraph. While
all texts produced by Prosebot adhere to this format,
the specific content can vary based on the match
and the teams involved. For instance, in the context
of a Champions League playoff match, the text
would omit team rankings, as such information is
not pertinent to that type of competition.
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Section Category Variants
Title All-purpose, 2+ goal difference, 4+ goal difference, home team won, away

team won, game ended in draw, match ended with penalties
Subtitle All-purpose, favourite team lost, decisive goal in the last minutes, no goals

scored, many goals scored
Small text Final score, starter and benched relevant players
Introduction Final score, previous results, best player
Events Goal All-purpose, first goal, only goal, own goal, hat-trick, poker, second goal, last

goal, goal drew the match, goal increased/decreased the goal difference
Substitution Gamechanger player is subbed in, relevant player is subbed in/out
Missed penalty Goalkeeper saved, penalty taker missed
Red card Direct red card, accumulation of yellow cards

Debriefing Post-match classification, next games, match stats
Trivia Stats Best/worst result of the season for the team, best/worst overall result of the

season
Streaks Increased or broke a sequence of matches

Table 1: Available templates.

4.4. NLG Algorithm
The NLG algorithm starts by parsing the template,
grammar, and entity manager files based on the
chosen language. At present, Prosebot is equipped
to support three languages: Portuguese (both Euro-
pean and Brazilian variants), English, and Spanish.
An example of a text generated in English can be
found in Figure 2 in the appendix. The template files
contain the textual content that will appear in the
final result, according to the validity of their condi-
tions. The grammar files cater to language-specific
utilities, aiding in the representation of numbers in
both ordinal and cardinal forms. They also facilitate
the inclusion of articles based on the gender and
plurality of the subject, a feature especially crucial
for languages like Portuguese.

Entity managers primarily serve to retrieve
names of entities, such as players or teams, based
on stored information and previously used names.
For instance, for a team like FC Porto, the sys-
tem might be aware of its name, city, coach, and
nickname. Consequently, throughout the gener-
ated text, the entity manager might alternate be-
tween references like “Sérgio Conceição’s team”
and “Porto’s team” to denote FC Porto.

Upon loading the necessary files, the system ag-
gregates data from the API request, categorizing it
into appropriate classes. A pivotal class represents
the match, serving as the primary access point for
all data related to the match, teams, and players.
With all data gathered, the system starts the text
generation for each paragraph, as delineated in the
preceding section. This generation largely adheres
to a consistent strategy, with certain deviations tai-
lored for the events paragraph.

The generation process is inherently recursive,

stemming from the multifaceted nature of the tem-
plates. A template can encompass not just textual
content but also integrate functions, variables, and
even other templates. The starting step involves
selecting a root category. From this point, a sub-
set of templates is used based on the fulfillment of
their conditions. Given that each condition carries
a specific weight, the filtering process also takes
this weight into account, ensuring the selection of
the most contextually apt templates.

To illustrate, consider two goal descriptions: “Af-
ter 20 minutes, Cristiano Ronaldo struck for Ju-
ventus” and “After 20 minutes, Cristiano Ronaldo
scored Juventus’s only goal of the game”. The for-
mer, being universally applicable to any goal sce-
nario, lacks a specific condition. In contrast, the
latter is contingent on the player’s team netting a
solitary goal, thus bearing a higher weight. Con-
sequently, in such a scenario, the latter template
would be prioritized over the former.

Post the filtering phase, the system selects an ap-
propriate template. Subsequently, a recursive func-
tion is invoked to parse the template’s content, in-
terpolate variables, and if encountered, recursively
process nested templates.

The generation process for the events paragraph
diverges slightly from the standard approach. In-
stead of relying on a root template, the system’s
objective is to chronicle the match’s events. To
achieve this, it iteratively processes each match
event. Leveraging the previously described gener-
ation process, it crafts text for each specific event
and subsequently appends this to the overall nar-
rative.
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Figure 2: Sample of text generated by Prosebot in English.

4.5. A Community-based Platform

zerozero.pt has always been a proponent of com-
munity engagement, offering users the ability to
register on the platform, participate in polls, com-
ment on news and match pages, and even con-
tribute valuable information about matches, teams,
and players. Such contributions have been instru-
mental for zerozero.pt in providing coverage for
a vast array of competitions, spanning from pre-
mier leagues to local tournaments. In line with this
spirit, the Prosebot platform was conceptualized
to empower zerozero.pt’s community members to
partake in crafting match summaries, building upon
an initial draft produced by Prosebot.

The workflow of the platform is straightforward
and presented in Figure 3. When a collaborator
navigates to a match page, an option to craft a
summary is presented. Upon selection, they are
directed to a dedicated interface [1]. This inter-
face features a text editor pre-populated with con-
tent generated by Prosebot’s NLG module [2]. For
reference, the original generated text is also dis-
played, allowing users to revert or cross-reference
as needed. The page also showcases a trivia table
related to the match and detailed event information.
To guide collaborators, a brief overview of the ini-
tiative is provided, emphasizing certain guidelines.
For instance, zerozero.pt advises against incorpo-
rating personal biases or subjective judgments into
the summaries.

Upon submission of the summary [3], collabo-
rators are presented with a brief survey, allowing
them to share feedback on their user experience.
Once processed, the summary is displayed at the
top of the respective match page [4]. In the spirit
of transparency, an alert is displayed alongside
the summary, crediting both Prosebot and the con-
tributing collaborator. The platform also facilitates
a collaborative review process: other community
members can comment on and rate the summary
based on its quality and relevance [5]. Such feed-
back mechanisms are valuable for the moderation
team, enabling them to identify and address poten-
tially biased or inappropriate content.

5. Evaluation

In order to assess the efficacy and utility of the
Prosebot platform, we undertook a multifaceted
evaluation approach. Initially, we conducted an au-
tomated comparison between the initial drafts gen-
erated by Prosebot and the final versions that were
published on zerozero.pt. This was to measure
the degree of similarity and discern the nature of
modifications made to the drafts. Complementing
this, we sought direct feedback from users through
a post-submission survey, aiming to capture their
experiences and perceptions. Furthermore, we
delved into an analysis of the data, examining the
range of teams and competitions covered by the
generated summaries and tracking the traffic these
summaries attracted.

5.1. Post-submission Survey

To gain a deeper understanding of user experi-
ences and perceptions, we administered a sur-
vey comprising both quantitative and qualitative
components. The quantitative section consisted of
seven (7) questions, each based on a 5-point Lik-
ert scale, where participants indicated their level of
agreement with specific statements. The qualitative
section, on the other hand, consisted of two open-
ended questions, allowing respondents to provide
more detailed feedback.

From the 46 responses we received, the general
sentiment was overwhelmingly positive. As illus-
trated in Figure 4, the mean score for all questions
exceeded 4, indicating a high level of satisfaction
among users. A notable observation was that a
significant majority, approximately 81%, of the re-
spondents had engaged with the platform more
than once, suggesting a favorable inclination to-
wards repeated use.

The open-ended questions provided insights into
areas of potential improvement. One respondent
highlighted a visual bug, while another pointed out
design inconsistencies between the platform and
the main website. A particularly interesting sugges-
tion was the possibility of generating summaries
even when complete match information wasn’t avail-
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Figure 3: Overview of the Prosebot platform’s worflow.

Figure 4: Survey to users results summary.

able. However, this poses challenges as incom-
plete match data would likely result in incomplete
drafts, compromising the quality and comprehen-
siveness of the generated content.

5.2. Platform Usage and Engagement
The Prosebot platform was officially launched in
early May 20216, and the data presented here en-
capsulates the first month of its operation. A snap-
shot of key metrics can be found in Table 2.

In terms of user engagement, a majority of au-
thors produced between 1 to 4 summaries. This
suggests that while many users tried the platform,
they might not have fully integrated it into their reg-
ular workflow. However, there’s a smaller, highly
engaged group of users who have been prolific in
their contributions. Notably, the top five most ac-
tive collaborators were responsible for a significant
40% of all summaries generated.

When examining the timeliness of the summaries,
we observed that over half (53%) were published
within two days of the match’s conclusion, indicat-
ing a prompt response from collaborators. Interest-
ingly, there’s also a segment of users (18%) who
chose to generate summaries for matches that oc-
curred more than three months ago. This could
be attributed to various reasons, such as nostal-
gia, historical interest, or the desire to fill gaps in
coverage for older matches.

6https://www.zerozero.pt/prosebot.php

Indicator May 2021 March 2024

Number of summaries 174 8,079
Number of authors 43 587
Number of teams covered 197 3,116
Number of competitions covered 56 295
Mean summaries per author 4.0 13.8
Mean summaries per team 1.8 5.1
Mean summaries per competition 3.1 27.4
Mean visits per summary 53.0 363.8

Table 2: Prosebot platform key statistics.

Revisiting these metrics three years post-launch,
in March 2024 we can observe a clear consolida-
tion of the Prosebot platform within the community
(Table 2). During this period, more than 8 thou-
sand match summaries have been generated by
more than 580 users, covering over 3 thousand
distinct teams. The top 5 users were responsible
for 30% of all summaries generated and 14 users
were responsible for 40% – confirming the initially
observed pattern of the existence of a small num-
ber of very active users. Comparing the timeliness
of summaries, 43% of summaries were published
within two days of the match’s conclusion. Notably,
the platform has also been adapted for use in web
portals in other countries, prominently in the United
Kingdom and France, where it has been employed
to generate match summaries in their respective
languages.

5.3. Automatic Comparison
To assess the similarity between the initial drafts
generated by Prosebot and the final published texts
one month post-launch (174 texts), we employed
two distinct metrics: the Dice coefficient (Dice,
1945) and a metric inspired by the approach used
in STORIUM (Akoury et al., 2020).

The latter metric leverages Python’s Sequence-
Matcher7, a class tailored for sequence comparison.
This algorithm identifies the longest contiguous
matching subsequence, excluding elements like
whitespace. This matching process is recursively

7https://docs.python.org/3/library/
difflib.html

https://www.zerozero.pt/prosebot.php
https://docs.python.org/3/library/difflib.html
https://docs.python.org/3/library/difflib.html
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applied to the unmatched segments on either side
of the identified subsequence. A specific method
of this class, get_op_codes, details the transfor-
mations required to convert one document into an-
other, using operations such as addition, deletion,
replacement, or maintenance of text sequences.
By utilizing this method, the metric captures the
text segments retained by the user. The ratio of the
cumulative length of these retained segments to
the length of the original draft yields the percentage
of text preserved from the initial draft.

However, this approach has a limitation. For in-
stance, if a user merely rearranges the paragraphs
without altering the content, the get_op_codes
function would still interpret it as text addition and
removal operations. To address this, we also incor-
porated the Dice coefficient. This metric computes
the bigram similarity between two texts, irrespec-
tive of the sequence in which they appear, offering
a more general measure of similarity.

Our analysis revealed that in a significant majority
of instances, specifically in 82% of the summaries,
over 90% of the content from the initial Prosebot-
generated draft was retained in the final published
version. When considering the Dice coefficient as
a measure of similarity, the average score stood at
90%. Furthermore, 69% of the summaries boasted
a Dice coefficient exceeding 90%, indicating a high
degree of similarity between the drafts and the final
texts.

An additional observation from our study per-
tained to the survey participants. We discerned a
direct correlation between a user’s satisfaction with
the draft and the similarity of the draft to the final
version. Specifically, the more a user felt that the
draft was fit for direct publication without modifica-
tions, the closer the draft was to the final version in
terms of content.

Finally, we have applied a manual and automatic
word frequency analysis, to understand what kind
of text the collaborator usually adds or removes.
Collaborators frequently added depth to the final
paragraph that discusses team classifications post-
match. While Prosebot typically provides team po-
sitions in either ordinal or cardinal forms, collab-
orators often expand on this by noting if a team
occupies the top or bottom position, if teams share
the same points, or if there’s been a change in the
gap between teams. They also highlight significant
achievements, such as a team clinching the league
title.

In other instances, collaborators incorporate infor-
mation that isn’t readily available to Prosebot, such
as specific goal opportunities or instances of rule
violations. Furthermore, there’s a tendency among
some users to rephrase descriptions of goals, likely
to offer a richer context or to present the information
in a style they find more engaging or informative.

6. Conclusions

In this paper, we introduced the Prosebot platform,
a pioneering effort in the Portuguese domain that
integrates a community of readers into the post-
editing process of automatically generated sports
match summaries. By leveraging the power of data-
to-text template-based systems, Prosebot provides
initial drafts to zerozero.pt ’s collaborators, who then
refine and publish these summaries.

The platform’s launch in May 2021 marked a sig-
nificant milestone, and the subsequent feedback
has been very positive. A survey conducted a
month post-launch revealed a favorable reception
among participants. Moreover, the analysis of user
modifications to the generated drafts indicates a
high retention of the original content, underscoring
the system’s capability to produce valuable drafts.

In the span of three years post-launch, Prose-
bot has been instrumental in generating millions of
game summaries across various languages. This
has notably amplified the coverage and visibility of
matches at the grassroots level, which previously
might have been overlooked.

This endeavor has not only showcased the poten-
tial of integrating NLG with community collaboration
but also paved the way for future enhancements.
By analyzing user modifications, we can continu-
ally refine and expand the NLG system’s template
repository, enhancing its diversity and adaptability.
Furthermore, the modular nature of the NLG sys-
tem offers the flexibility to extend the platform’s sup-
port to other languages and even different sports,
broadening its scope and impact.

Limitations

We have introduced a large-scale NLG platform
designed to produce text summaries derived from
football match statistics. The system is currently
being used in a real-word setting with a user base
of hundreds of thousands of users. Since the Pros-
ebot system adopts a template-based strategy, one
of the main limitations is the diversity of the gener-
ated text. Although a large collection of templates
have already been developed, content diversity
is impacted and can be improved. To tackle this
problem, automatic template extraction is being
explored to augment the number of available tem-
plates.

Ethics Statement

The data collected from platform users and journal-
ists in the surveys was anonymized, ensuring their
privacy protection. Participants provided informed
consent for their responses to be used in research
and analysis.
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Automatically generated media, also known as
synthetic media, is increasingly common. However,
its societal impact is still under intense scrutiny
and debate. In the design of the Prosebot system,
actions were taken to control the impact of such
systems. Most importantly, all game summaries
generated have a clear disclaimer stating that the
text was generated by Prosebot (seen on the right
most box in Figure 3). Additionally, journalists were
involved in the design of the system since early
prototypes.

An ongoing discussion about the development of
NLG systems is the impact on content production
professionals, such as journalists. In the design
of the Prosebot system we have found that initial
fears of “machines replacing humans” have been
replaced by a positive perspective of “machines
helping writers”, as reflected on the survey the jour-
nalists reported in the paper.
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