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Abstract
This paper discusses the design principles and procedures for creating a balanced corpus for research in
computational literary studies, building on the experience of computational linguistics but adapting it to the
specificities of the digital humanities. It showcases the development of the Metadata-enriched Polish Novel
Corpus from the 19th and 20th centuries (19/20MetaPNC), consisting of 1,000 novels from 1854–1939, as an
illustrative case and proposes a comprehensive workflow for the creation and reuse of literary corpora. What
sets 19/20MetaPNC apart is its approach to balance, which considers the spatial dimension, the inclusion of
non-canonical texts previously overlooked by other corpora, and the use of a complex, multi-stage metadata
enrichment and verification process. Emphasis is placed on research-oriented metadata design, efficient data
collection and data sharing according to the FAIR principles as well as 5- and 7-star data standards to increase
the visibility and reusability of the corpus. A knowledge graph-based solution for the creation of exchangeable
and machine-readable metadata describing corpora has been developed. For this purpose, metadata from bibli-
ographic catalogs and other sources were transformed into Linked Data following the bibliodata LODification approach.
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1. Introduction

The practice of building corpora for literary stud-
ies is relatively nascent, and standardized proce-
dures for curating collections of literary texts have
not yet been fully developed (Gius et al., 2019).
The direct application of corpus creation principles
established in the field of linguistics to literary re-
search is not an easy task, due to the significant
differences between linguistic and literary corpora.
The compilation of the latter is subordinated to the
needs that result from the nature of linguistic hy-
potheses that concern phenomena from various
levels of language (e.g. norms, orthography, lexis,
syntax). Researchers’ expectations of literary cor-
pora concern how language (its different layers) is
used to create literary content. Also, the textual ma-
terial included in the literary corpus differs from the
linguistic use and is usually more homogeneous by
containing literary works or texts authored by liter-
ary experts. Another difference refers to the key of
metadata categories selection used to describe the
samples. In the case of linguistic corpora, the se-
lection of categories is determined by the specifics
of linguistic research (e.g. age of speakers, infor-
mation on the periodization of language evolution,
the standard of orthography or transcription used),
while literary corpora require consideration of the
specifics of literary research (e.g. place of publi-

cation, author’s place of origin, number of issues,
literary genre). The analysis of the aforementioned
differences allows us to express the conclusion that
both linguistic and literary corpora represent com-
plementary resources.

Leveraging the expertise of bibliographers, we
aim to move from a linguistic to a literary corpus,
thereby bridging the gap between computational lin-
guistics and digital humanities, esp. computational
literary studies (Frank and Ivanovic, 2018). Based
on the experience of creating Metadata-enriched
Polish Novel Corpus from the 19th and 20th cen-
turies (19/20MetaPNC), we will propose a corpus
creation procedure that simultaneously provides
data tailored to specific research needs and en-
sures reusability.

This paper makes several notable contributions.
The first is the corpus itself, one of the first publicly
available resources of its kind for Polish. It was cre-
ated with very strict balancing criteria, taking into ac-
count the cultural context and drawing on the exper-
tise of linguists on the one hand, and bibliographers
and literary scholars on the other. Another signifi-
cant contribution is the introduction of a comprehen-
sive workflow for enriching and linking the metadata
of a corpus of literary texts, which includes the im-
plementation of the FAIR principles1 developed in

1https://www.go-fair.org/

https://www.go-fair.org/fair-principles
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the context of scientific data management in corpus
work. Additionally, we demonstrate how to present
and share data following 7-star Linked Data Ser-
vice standards2, which extends the 5-star Open
Data model proposed by Tim Berners-Lee3.

We provide a Semantic Web-ready solution
for creating exchangeable and machine-readable
metadata for describing corpora, specifically
adapted to the needs of a diverse scholarly com-
munity. We recommend employing the Resource
Description Framework (RDF) as the metadata for-
mat for knowledge representation within a linked
data environment, alongside the use of the Neo4J
graph database management system. This soft-
ware facilitates the storage and dissemination of
data in a manner that is aligned with Semantic
Web principles. We draw on the practice of biblio-
data LODification, i.e. the conversion of publica-
tion metadata from bibliographic catalogs and other
sources into Linked Open Data (LOD) (Lindemann,
2022; Lindemann et al., 2023). However, unlike the
proponents of this approach, we recognize LODi-
fied data not only as publication metadata, citation
relations, content-describing subject headings, or
keywords but also as content-extracted data, both
automatically and manually.

2. Related work

The linguistic literature demonstrates that when
designing a corpus, its purpose plays a pivotal
role—specifically, its adaptation to address particu-
lar research inquiries—as well as the methodology
used for data selection. Apart from the corpus size,
which depends on factors such as the linguistic
aspect under investigation, the diversity within the
studied language variety, and the frequency of text
repetition within a given type or genre (Kennedy,
1998; Biber, 1990), there are also questions of rep-
resentativeness and balance (Francis, 1982; Leech,
2007). Both of these are considered desirable but
challenging to attain in practical corpus construc-
tion (Biber, 1993; Hunston, 2008; Baker, 2010).
Building a corpus of historical material is deemed to
be particularly difficult (Schlagenhauf, 2004; Jenset
and McGillivray, 2017). It places very high de-
mands on the metadata description (Depuydt and
Brugman, 2019), and the implementation of the
postulate of balanced source selection faces many
more theoretical and practical obstacles than in
the case of corpora of contemporary texts (Egan,
2019). The fundamental and insoluble problem
is the limited knowledge of the writing of a given
period. While it is possible to capture the overar-
ching trends and identify the dominant types and

fair-principles
2https://www.ldf.fi
3https://5stardata.info/en

genres of texts, the knowledge of the structures of
the documents used in that era will always remain
incomplete (Gruszczyński et al., 2020). The lack
of reliable population data precludes the creation
of a randomly sampled, statistically representative
corpus and can lead to arbitrary text selection cri-
teria, decisions based on speculation and theoreti-
cal assumptions, and favoritism towards canonical
texts (Underwood, 2016).

A number of previous diachronic literary corpus
projects have sought to reduce speculation and
ahistoricity by using data on the production and
reception of texts from bibliographical records, or
by attempting to reconstruct reading practices in a
given period. Others have relied solely on con-
temporary expertise. In the European Literary
Text Collection (ELTeC), in order to capture the
diversity of literary production while ensuring com-
parability across subcorpora, texts were catego-
rized based on time span, canonicity (number of
reprints), author gender, length, and authorship
within the collection (ELTeC, 2021). For this pur-
pose, the creators primarily used the catalogs of the
national libraries, pointing out gaps in data availabil-
ity (Schöch et al., 2021). In the FRANTEXT corpus,
on the other hand, works were selected according
to the "principle of authority," consulting recognized
syntheses of 19th and 20th century French litera-
ture and compiling lists of works mentioned (Grieve-
Smith, 2010). In the case of KOLIMO, bibliographic
data were considered in addition to literature on the
subject. Experts in the field evaluated the relevance
of individual texts (Herrmann and Lauer, 2020). In
the dProse corpus based on KOLIMO, metadata
were verified and enhanced using repositories and
literary encyclopedias (Gius et al., 2021).

Currently, there is a lack of a comprehensive and
balanced corpus of Polish novels. Most Polish liter-
ary corpora are designed to meet specific research
needs, often do not adhere to standard composi-
tion criteria, and do not provide thorough metadata
descriptions. An exception is the Polish ELTeC sub-
corpus of 100 novels published between 1840 and
1920, according to the project’s assumptions (Fron-
tini et al., 2020). However, there are concerns about
the inclusion of texts published after the specified
period and the absence of a well-defined procedure
for the acquisition of metadata, which is essential
for assessing the quality of the corpus.

The authors’ evaluation of the existing corpora
reveals a common problem: insufficient metadata
validation. This stems from an over-reliance on in-
stitutional sources for metadata and a presumption
of their accuracy, coupled with limited opportuni-
ties for cross-referencing and validating metadata
against other sources, primarily due to the under-
utilization of LOD, resulting in source isolation.

The resource gaps identified above, as well as
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new initiatives in the area of metadata enhance-
ment within textual corpora through the incorpora-
tion of external data, influenced our decision on
the form and features of the 19/20MetaPNC. The
initiative of Workset Creation for Scholarly Anal-
ysis (WCSA) directed by HathiTrust shares both
methodological and technological similarities with
our project (Jett, 2015). A distinctive aspect of
WCSA is its use of HTRC worksets—user-compiled
collections of volumes from the HathiTrust digital
library, designated for data analysis via a diverse
collection of HTRC tools and services. These work-
sets are a fundamental component for all analyt-
ical activities within HTRC Analytics, offering a
platform for collaborative and referenced research,
thereby advancing reproducibility. Similarly, the
present project of 19/20MetaPNC creation also
commences on the task of expanding string-based
metadata with Uniform Resource Identifiers (URIs),
a step towards refined data discovery and interop-
erability with external services (Jett et al., 2016).

3. Corpus design

3.1. Design principles

In designing the corpus, we adopted assumptions
developed in the field of linguistics and benefited
from the experience of creators of other literary cor-
pora. The overall research goal was to trace the im-
pact of historical and spatial factors on the dynam-
ics of literary processes. We formulated specific
research questions, focusing on the transformation
of the urban-rural dichotomy in Polish fiction (Kar-
lińska et al., 2022).

We assumed that the corpus would contain 1,000
texts. This number is large enough to enable distin-
guishing subcorpora and conducting computational
literary studies. Like the authors of ELTeC (Schöch
et al., 2021), we decided to maintain genre and
language homogeneity. We included in the cor-
pus only novels originally written in Polish (thus
rejecting translated texts) and first published in
book form between 1864 and 1939. In this way,
we took into account the three distinct periods
of Polish literary history—Positivism (1864–1890),
Young Poland (1890–1918), and the interwar pe-
riod (1918–1939)—and made it possible to carry
out comparative analyses.

We aimed for representativeness and balance.
We relied on texts available in digital form, drawing
from a variety of sources and assessing the quality
of the data. Due to the lack of complete bibliogra-
phies and information on the literary production and
reception of the period, we could not define the pop-
ulation precisely, including both all published novels
and their authors. This limitation made it impossi-
ble for us to assess the representativeness of the

data. Therefore, we focused on ensuring maximum
balance by relying on a broad set of metadata. We
used ELTeC as a model and also drew inspiration
from KorBa (Gruszczyński et al., 2022), a corpus of
Polish texts from the 17th and 18th centuries. Ko-
rBa employed a sophisticated selection procedure
and categorized texts based on chronology, genre,
subject, and, unusually for corpora, geographical
origin (Gruszczyński et al., 2020).

The distinctive geopolitical and socio-cultural
context of the Polish territories during the second
half of the 19th century and the first half of the 20th
century played a central role in shaping the meta-
data structure, content, and criteria for balancing
the corpus. In the late 18th century, Poland ceased
to exist as a sovereign state and was partitioned,
falling under the rule of the Habsburg Monarchy,
the Kingdom of Prussia, and the Russian Empire
until 1918. These partitions showed significant dif-
ferences in terms of socio-economic development,
urbanization, and civil liberties (Kaczynska, 1970).
An additional criterion for text selection was the
time frame of the narrative, which was set no ear-
lier than 1815, the year of the Congress of Vienna,
which established national borders that remained
largely unchanged for over a century.

Following a methodology similar to ELTeC, we
decided to include in our corpus both novels con-
sidered part of the contemporary canon and those
that have fallen into relative obscurity. To measure
their reception, we took into account the number of
reprints of a given publication.

Given the challenge of maintaining a balance
between classes, we defined each text class’s min-
imum and maximum representation in the corpus.
We established the following criteria:

1. Date/literary period:
Positivism (1864–1890) >= 20%
Young Poland (1890–1918) >= 20%
the Interwar Period (1918–1939) >= 20%

2. Gender:
female author 10%–50%

3. Place of publication:
Austrian partition >=15%
Prussian partition >=15%
Russian partition >=15%

4. Level of reception:
no more than 2 reprints >= 30%
more than 2 reprints >= 30%

3.2. Data collection
We examined four open sources of 19th and 20th-
century Polish prose with the goal of collecting texts
for our corpus:



17274

1. ELTeC corpus (ELTeC, 2021) which contains
novels encoded in the TEI format.

2. Wolne Lektury (Modern Poland Foundation,
2022), an online repository that is mainly ori-
ented towards collecting school readings and
offering them in reader-friendly data formats.

3. Polish edition of the Wikisource (Wikimedia
Foundation, 2022) project which includes tran-
scriptions of printed books that have fallen into
the public domain encoded in the MediaWiki
format.

4. Polona, a digital library maintained by the Na-
tional Library of Poland (2022) that provides
scans of printed books.

Our initial dataset consisted of 100 Polish novels
from ELTeC, 193 literary works from Wolne Lek-
tury, 225 texts from Wikisource, and ca. 6,000
volumes from Polona. It has to be noted that the
collected texts vary greatly in quality. Novels pub-
lished by Wolne Lektury were thoroughly edited
and contemporized. ELTeC texts retained original
(historic) spelling and punctuation, but the hyphen-
ated words were merged in transcription. In the
case of Wikisource, not only spelling and punctu-
ation is preserved, but also hyphenation is kept in
the original form. Digital copies of physical books
provided by Polona contain OCR-derived textual
layers only. Hence, they contain errors introduced
in the process of optical character recognition and
retain spelling, punctuation, and hyphenation of the
physical copies. In order to make the texts from all
the sources more uniform we cleaned OCR-related
errors and normalized punctuation and hyphen-
ation with the use of custom scripts adapted from
(Kubis, 2021). We also utilized a diachronic nor-
malizer (Jassem et al., 2017; Dudzic et al., 2024)
to modernize spelling.

3.3. Metadata description
The metadata that we have used to describe the
corpus defy the traditional model of archiving and
sharing collections, familiar from domain bibliogra-
phies or library catalogs. None of the common bib-
liographic data formats are comprehensive enough
to include information crucial to our research, such
as the geographic coordinates of the places de-
scribed in the novels or the attribution of the par-
titions in which they were published. We use the
information in the catalogs for research, the origi-
nal purpose of which is to collect and preserve the
textual production. Our activity is what Foulonneau
and Cole (2005) refer to as "the process of adapt-
ing metadata for another application than originally
envisioned when the metadata records were cre-
ated". The phenomenon we are dealing with is
metadata repurposing, understood as the use of

data in a new context not originally intended (Deng,
2010). Hence, the metadata we extracted from the
National Library of Poland catalog was the author’s
name, the title of the book including subtitle, place
and year of publication, and genre.

It is worth noting that a source of enriching infor-
mation about individual texts beyond the content of
the catalogs and an opportunity to increase corpus
research potential is the use of NLP techniques.
The 19/20MetaPNC benefited from Named Entity
Recognition (NER), which made it possible to label
all the places that appear in the texts of the novels
as settings. For this purpose, we used the PolD-
eepNer2 system and its pre-trained model, learned
from the KPWr corpus (Marcińczuk et al., 2018;
Marcińczuk and Radom, 2021).

However, neither the arbitrary metadata nota-
tion we initially adopted, nor the available and
widely used metadata formats facilitated the sci-
entific reuse of the literature corpus due to a lack of
interoperability. This was only made possible by the
use of LOD structures, which allowed us to identify,
harmonize, and enrich the original metadata. This
type of intervention places corpus-building activi-
ties close to the achievements of the FAIR princi-
ples and the 7-star Linked Data Service. Thus, the
metadata obtained through LODification were the
author’s persistent identifier (PID), place of birth
and gender, and place of publication PID. For both
types of places we acquired geographic coordi-
nates.

Conducting NLP-based enrichment alongside
PID and LOD enrichment, we developed a four-
stage toponym disambiguation workflow to identify
and standardize geographic entities (geo-entities).
The workflow utilized leading approaches in Ge-
ographic Information Retrieval (Buscaldi, 2011;
Derungs and Purves, 2014) and primarily relied
on the Geonames database. The first stage in-
volved identifying historical place name variants
through knowledge-based methods with historical
registers, directories, and dictionaries used as data
sources. In the second stage, records from the
Geonames database were assigned to the iden-
tified geo-entities using a list of historical name
variants. When multiple records were found (e.g.,
Paris as the capital of France or Paris as a Polish
village) we filtered search results based on the pop-
ulation. The third stage aimed to determine whether
the identified names referred to cities or villages.
The final stage focused on determining the parti-
tion in which a village or city was located. Historical
maps of Polish territories after the post-1815 parti-
tions were used, along with georeferencing through
software like QGIS and OpenStreetMap resources.
This stage involved plotting polygons on the maps
corresponding to each partition to determine pre-
cise border coordinates and subsequently assign
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geo-entity affiliations to specific partitions.
We then performed a semi-automated metadata

verification to ensure that the collected texts met
the project’s criteria. For genres, manual verifica-
tion was required, as the bibliographic information
was not always accurate. At the same time, as
a result of automatic and manual work, we have
added the following attributes to the description of
the corpus: literary period, assignment to the parti-
tion on the basis of the place of publication, and the
time of the novel’s action (before or after 1815). For
the latter, we considered information from the titles
and subtitles obtained from the National Library,
details found in the opening pages of the relevant
book regarding the time of the narrative, as well
as information from subsequent pages, including
descriptions of historical events or technological ad-
vancements not feasible before 1815. As a result,
we obtained a collection of 2,927 novels. After thor-
ough deduplication, which included author names,
titles, and years of first printing, we obtained 1,707
novels, from which we randomly selected 1,000
based on the adopted balancing criteria.

In conclusion, two types of metadata have been
used to describe the corpus: the first type is pro-
duced from the perspective of the needs of the
information systems so that it is primarily used for
knowledge retrieval and only secondarily can be
used for research purposes. The other type—which
we call research question-based metadata—is pro-
duced in a specific research process and is origi-
nally used to answer the problems posed by the re-
searchers, but can be used to improve information
retrieval. Additionally, the second layer of metadata
understanding has been produced and includes
metadata obtained from library catalogs, manual
completions, NLP-based extractions, and reconcili-
ations through LODification.

3.4. Data publication
One of the primary objectives of publishing corpora
is to facilitate their long-term utility and reusability
for diverse scholarly applications. In line with this
goal, the 19/20MetaPNC corpus has been shaped
by the principles of 7-star data and FAIR. Rather
than employing conventional storage as static files
in a data repository, the corpus is made avail-
able through direct download links. This ensures
that users always have access to the most current
dataset, as files are retrieved directly from the pub-
lisher. To further enhance accessibility, Python
code is provided to simplify the downloading pro-
cess. Complementing these measures, texts in
the 19/20MetaPNC corpus have been purposefully
selected to fall under public domain licenses, per-
mitting unrestricted access, use, and distribution.
Each step of corpus development, including de-
sign decisions, balancing criteria, statistical metrics,

and Python code, has been comprehensively doc-
umented and made publicly available in an open
GitHub repository 4. These decisions, taken collec-
tively, result in a corpus designed to optimize acces-
sibility, interoperability, and long-term reusability.

Providing such a structured corpus allows de-
tailed exploration of the data, mainly through the
application of graph visualizations, advanced and
precise filtering of results, and the use of complex
queries in the SPARQL language. This approach
not only enriches the data retrieval process, but
also highlights the semantic relationships between
the data. Most importantly, this form of knowledge
sharing facilitates the formulation of new research
questions, promoting a continuous cycle of inquiry
and discovery within the academic community.

3.5. Literary corpus creation workflow
Based on the experience of creating a
19/20MetaPNC corpus, we propose a work-
flow for the creation and reuse of a meta-corpus
based on the two perspectives of metadata
generation and metadata use, as well as the
guidelines for sharing text collections as described
by the FAIR and 7-star standards. This workflow
consists of nine consecutive stages.

1. Research question-based design: Meta-
data design should encompass both general-
purpose metadata derived from existing cat-
aloging information and metadata tailored to
address specific research questions. In corpus
design, it is imperative to define the target pop-
ulation and establish criteria for text inclusion,
as well as balancing criteria.

2. Data collection and reuse: To avoid redun-
dant work, the corpus creators should make
use of existing textual resources and meta-
data databases, while complementing them
with any essential elements that may be un-
available in the digital environment.

3. Data evaluation and preprocessing: All col-
lected resources should undergo quality as-
sessment and subsequently be standardized
in terms of metadata consistency, data types,
and formats. This may involve tasks such as
OCR error correction and diachronic normal-
ization.

4. NLP-based enrichment: At this stage, tech-
niques such as NER or topic modeling can
be used to enhance the text description. This
newly acquired data, together with metadata,
can then be used to balance the corpus.

5. PIDs and LOD enrichment: Unique identi-
fiers should be assigned to the data to ensure

4https://github.com/CHC-Computations/
19-20MetaPNC

https://github.com/CHC-Computations/19-20MetaPNC
https://github.com/CHC-Computations/19-20MetaPNC
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accessibility and interoperability with author-
itative databases. Adherence to LOD struc-
tures can improve the comprehensibility and
reusability of the corpus.

6. Metadata verification and completion:
Metadata should be rigorously validated to en-
sure both accuracy and completeness. The
evaluation process includes quantitative and
qualitative analysis, preferably conducted by
domain experts. In cases where gaps are iden-
tified, it may be necessary to supplement the
metadata.

7. Balancing: Based on the adopted balancing
criteria and the collected metadata, along with
the data extracted from the texts, the corpus
should be balanced. In cases where there are
significant discrepancies between different text
classes, sampling may be a necessary step.

8. Semantic environment and ontology build-
ing: During this stage, relationships between
various (meta)data elements should be de-
fined, establishing a structured framework for
analysis. It is recommended to store the infor-
mation in a graph-based database, allowing for
efficient querying and analysis while preserv-
ing the semantic relationships. This structured
approach facilitates a comprehensive analysis
and the potential for uncovering new insights.

9. Publishing: The final stage involves publish-
ing the corpus in a way conducive to compu-
tational literary studies, making it accessible
through services and repositories that facilitate
resource reuse. The published corpus should
be accompanied by comprehensive documen-
tation describing aspects such as licenses, cre-
ators, and standards employed.

4. Dataset in numbers

The proportions between text classes were con-
sistent with the assumed balancing scheme de-
scribed in 3.1. Women were the authors of 29.4%
of the novels in the corpus, well above the assumed
minimum of 10%. The collection is dominated by
texts of low reception with no more than 2 reprints
(63.3%). Among the partitions, the Russian par-
tition is predominant (58.5%), while the Austrian
(19.7%) and Prussian (15.4%) partitions are less
represented. Novels published in foreign centers
account for 4.4%. It should also be noted that 20
novels (2%) were published simultaneously for the
first time in two places belonging to different par-
titions. In terms of dates of publication, the least
represented group are texts from the period of Posi-
tivism (20.7%). 39.1% of the works were published
in Young Poland and 40.2% in the Interwar period.

The number of titles for each balance criterion is
shown in Fig.1.

The novels in the corpus were written by 390
different authors, including 111 women and 279
men. On average, there were 2.56 novels per au-
thor, with a median of 1 and a std=3.63. A total
of 14 authors, including 5 women, exceeded the
number of 10 novels, and as many as 227 authors
are represented by a single text in the corpus.

19/20MetaPNC comprises a total of 64,313,110
tokens, distributed across 4,255,570 sentences.
On average, each novel contains about 64,313.11
tokens (median 55,571.50) and 4,255.57 sen-
tences (median 3,593.50). The relatively high stan-
dard deviation indicates significant variations in the
length of novels. Notably, there is a substantial
difference in length between novels of high and low
reception (the former being much longer). Addition-
ally, variations in length exist among novels from
different literary periods, with positivist novels be-
ing the longest and those from the interwar period
being the shortest. Complete statistics for the num-
ber of tokens and sentences based on the adopted
balancing criteria can be found in Tab. 1 and 2.

5. Discussion

In constructing 19/20MetaPNC, we aimed to rec-
oncile the expectations of computational linguists
regarding the structure and text selection criteria of
the corpus with the needs of literary scholars and
digital humanists. The novelty of our resource lies
in an advanced approach to balancing that takes
into account the spatial dimension, the inclusion of
non-canonical texts not previously covered by other
corpora, and a complex and multi-stage procedure
of metadata enrichment and verification. Creating
the corpus involved several challenges, primarily
related to the quality of the data and metadata on
which we relied.

The lack of complete population data makes it
challenging to assess the representativeness of the
corpus. Since it is based on texts already available
in digital form, 19/20MetaPNC can be categorized
as an opportunistic corpus. However, we have
drawn from a variety of sources and conducted a
rigorous selection of texts, achieving a good bal-
ance across four different criteria. Despite the strict
requirements, we successfully managed to include
the works of 390 authors, creating the largest open
corpus of its kind for Polish. We also considered
the geographic-political criterion—the territory of
Poland in the 19th century and at the beginning
of the 20th century was divided into three parti-
tions—Prussian, Russian and Austrian. Polish lit-
erature was produced in all the partitions, but the
circumstances in which the literary circuits were
formed differed significantly. We have consequently
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Figure 1: Treemaps of the balance criteria in 19/20MetaPNC

Table 1: Corpus statistics (number of tokens)

feature mean std 25% 50% 75%
In total 64313.11 42433.66 37416.25 55571.50 82112.50

Gender
Female 61760.83 39234.87 35540.00 55868.00 78374.25
Male 65375.95 43679.45 37574.75 55548.50 83191.00

Partition
Austrian 64563.74 34456.49 38966.00 57163.00 82349.00
Prussian 56628.18 31590.98 36142.50 49925.50 73404.50
Russian 64809.38 45321.22 35957.00 54909.00 83223.00
Abroad 75226.57 59361.35 42487.75 63759.00 84335.25
Two partitions 82492.70 46596.78 49451.00 78812.50 100881.75

Period
Positivism 73408.68 45077.16 42589.50 63683.00 89686.00
Young Poland 66979.41 47471.30 38870.50 57330.00 83121.00
Interwar 57036.23 33875.48 35258.50 48930.00 74560.00

Reception
High 80777.91 51066.59 46927.00 70239.00 99687.50
Low 54767.16 32974.61 32825.00 48966.00 69789.00

attempted to balance the corpus in terms of where
novels were written. We have also covered works
created in exile—outside the territory of the former
Poland (Fig.1). At this point, the balance does
not extend to the length of the texts. To prevent
longer texts (e.g., multi-volume novels) from exert-
ing a disproportionate influence on the results, it is
worthwhile to use sampling. Due to the diversity of
sources, we had to address issues related to differ-
ent formats and text quality. A significant portion of
the material was generated by the OCR process,
which is prone to errors. This required extensive
pre-processing and data harmonization.

A significant challenge in building a literary cor-
pus is the need to rely on library catalogs, which
are produced with remarkable regularity, but are full
of omissions and inconsistent data. An additional
difficulty is the inability to compare data with other
sources due to the limited interoperability of library
catalogs, although it should be noted that libraries’
Linked Data Services are increasingly emerging.
Another problem is the limitation of metadata re-
lated to the original purpose of library resources so
that the richness of the description of the texts and
entities present is insufficient for at least corpus
balancing.
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Table 2: Corpus statistics (number of sentences)

feature mean std 25% 50% 75%
In total 4255.57 2920.47 2340.00 3593.50 5452.50

Gender
Female 4120.91 2849.00 2126.00 3406.50 5514.50
Male 4311.65 2949.90 2397.75 3632.50 5388.00

Partition
Austrian 3990.22 2204.64 2439.00 3658.00 5100.0
Prussian 3867.04 2409.96 2170.00 3306.00 5107.25
Russian 4332.10 3062.80 2295.00 3546.00 5480.00
Abroad 5087.36 4387.72 2599.0 4172.50 5528.25
Two partitions 5792.50 3663.12 3247.50 5340.50 6608.75

Period
Positivism 4020.37 2495.06 2256.50 3477.00 5274.00
Young Poland 4512.17 3402.11 2395.00 3711.00 5484.00
Interwar 4127.10 2585.39 2320.00 3475.00 5387.50

Reception
High 5394.23 3434.85 3061.50 4613.00 6958.50
Low 3595.40 2336.69 2008.00 3101.00 4686.00

Connecting metadata to LOD repositories such
as VIAF, Wikidata, Geonames, and Library
of Congress Subject Headings enables cross-
checking of information between sources. Discrep-
ancies in spelling of author names across different
editions of the same book can be either resolved
by voting or at least detected automatically. The
overlap of metadata across different LOD sources
can be utilized to align book titles that have under-
gone diachronic changes and missing metadata
required for corpus balancing can be supplied from
the linked repositories. Without connections to LOD
repositories, all these problems have to be resolved
by hand.

19/20MetaPNC was created with the intention of
not only building a textual resource but also with
the conviction that a literature corpus is a data
set that must be built according to FAIR princi-
ples and 7-star data. Every action taken was not
only research-motivated but also aimed at reuse
by other researchers, so in order to increase the
visibility of 19/20MetaPNC and its reusability poten-
tial, we implemented bibliodata LODification from
the beginning. Our goal was to develop a proce-
dure that could be easily adapted to other types of
literary research. In order to achieve this, it was
necessary to provide a universal, open, and flexible
way to add more categories of metadata accord-
ing to current scholarly needs and to propose such
methods of constructing them that they would be in-
tuitive for subsequent researchers, including those
who had not previously worked with the resource.
Therefore, the target form of presentation of the
corpus is to present the entire collection in the form
of a knowledge graph.

In the process of enriching the (meta)data and

converting it to formats compatible with the triple
data model and semantic web, we published its
metadata in two different structures: a Neo4J graph
database using the Labelled Property Graph (LPG)
model and RDF. The availability of 19/20MetaPNC
as the knowledge graph enables data exploration
through complex queries and visualizations that
would otherwise be impossible. This not only al-
lows us to seek answers to well-established re-
search questions but also to pose new questions
and uncover non-obvious connections in the data,
ultimately contributing to the development of com-
putational literary studies.

Particularly useful for our research application
of the corpus was the visualization showing books
published in a partition other than the author’s birth
partition (Fig. 2). Partitions are marked in green,
authors in yellow, and literary texts in blue. Two
types of relationships were included in the query:
"published in" and "born in". The latter is shown in
purple and bold. The query highlighted the clear
disparity found in the data between publishing prac-
tices in the different partitions. Both the Russian
Partition (top right) and the Austrian Partition (bot-
tom) show a large proportion of books published
by authors born in the other partitions. At the same
time, a large number of authors willingly published
elsewhere were born in both partitions. In the Prus-
sian Partition, on the other hand, a significant dis-
proportion can be seen; many books by authors
born in other partitions were published here, but
the number of authors originating from this parti-
tion and published in the others is much smaller.
This is a valuable observation for literary scholars
and historians, illustrating the different strategies of
Polish-language literature under external authority
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Figure 2: Query in the Neo4J graph database showing books published in a different partition than the
author’s partition of birth

and the possibilities for the transfer of literary texts
between the partitions.

6. Conclusion and future work

The creation of a literary corpus is a partly separate
endeavor from the creation of a linguistic corpus.
Clear guidelines are lacking. The approach we pro-
pose, based on bibliodata LODification, will allow
the design of resources that are tailored to specific
usage scenarios, while at the same time enabling
a much wider range of applications and stimulat-
ing new research questions. The 19/20MetaPNC
project demonstrates that metadata-enriched cor-
pora have great potential and can be an important
step towards computational literary studies. Their
main advantage is the ease of further extension
and adaptation to different research contexts and
disciplinary knowledge. Combined with an exten-
sive balancing procedure, this will overcome the
criticisms of ahistoricism and disregard of socio-
cultural determinants directed at the computational
analysis of literary texts, while ensuring the rele-
vance and comparability of the results.

The released resource is the first phase of a
larger project. In the next iterations, we will expand
the corpus to include historical novels (with a plot
time before 1815). We will rebalance the corpus
according to the length of the novels. We also plan
to extend the metadata, in particular through NLP-
based enrichment. First, we will use a combination
of supervised and unsupervised approaches to de-
termine the thematic content of each text. For this

purpose, we have proposed a solution that uses a
crowdsourced dataset consisting of texts labeled
with literary motifs by volunteers, and enhances
data quality through expert validation. By explor-
ing how different results meet the needs of both
researchers and bibliographers, we will select the
optimal model.

The biggest task, however, will be the de-
velopment of the Text Corpora Ontology (TCO),
which has been initiated in parallel with the
19/20MetaPNC corpus. TCO will be tailored for
the publication of text corpora within a Semantic
Web environment, identifying objects and their bib-
liographic relations across written documents such
as books, journal articles, and conference papers.
TCO will also help to represent crucial corpus cre-
ation attributes like balance, representativeness,
and relevance. TCO will integrate existing ontolo-
gies such as schema.org, FOAF5, BiRO6 , FaBiO7.
Future work on the Text Corpora Ontology will fo-
cus on diversifying the representation of text cor-
pora metadata: structurally, content-oriented, and
encompassing research questions related to the
corpora. This aims to standardize metadata rep-
resentation, encapsulate document content, and
integrate research inquiries within the ontology, fa-
cilitating a more comprehensive analysis of text
corpora in a web environment.

5http://xmlns.com/foaf/0.1/
6https://sparontologies.github.io/

biro/current/biro.html
7https://sparontologies.github.io/

fabio/current/fabio.html

http://xmlns.com/foaf/0.1/
https://sparontologies.github.io/biro/current/biro.html
https://sparontologies.github.io/biro/current/biro.html
https://sparontologies.github.io/fabio/current/fabio.html
https://sparontologies.github.io/fabio/current/fabio.html
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A. Text Corpora Ontology

As a result of preliminary work on the Text Cor-
pora Ontology (TCO), we have distinguished the
following classes:

1. a single text (tco:Text)
2. the entities responsible for the single text, in

particular persons (tco:Person)
3. places of publication and other locations rele-

vant to the balance of the corpus (tco:Place
and tco:Partition)

4. time periods, in particular literary epochs
(tco:Epoch)

5. a general Corpus class (tco:Corpus), repre-
senting a single set of texts

The attributes of the individual classes compris-
ing the ontology not only enable the description of
basic bibliographic information, such as title, au-
thorship, and place of publication, but also include
attributes important to the process of corpus con-
struction. These latter attributes have been iden-
tified based on an extensive analysis of existing
text collections and their respective construction
principles. For individual classes, these attributes
might encompass:

1. foaf:gender and schema:birthPlace for
tco:Person class

2. tco:numberOfReissues,
tco:numberOfTokens and location of
the place of publication in a particular partition
(tco:inPartition) for tco:Text class

3. information on the literary period within which
the text included in the corpus was written
(tco:inEpoch)

Each class instance can be further extended with
external identifiers (owl:sameAs), and individual
documents can contain direct references to full-text
files (schema:contentUrl).

B. Implementation of literary corpus
creation workflow

The proposed workflow for the creation and reuse
of a meta-corpus represents a generalization of
our experience in creating the 19/20MetaPNC cor-
pus. To illustrate this connection, an overview of
the subsequent stages of the workflow and their
implementation in 19/20MetaPNC is presented in
Tab. 3.
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Table 3: Literary corpus creation workflow implementation in 19/20MetaPNC

Stage 19/20MetaPNC Implementation

Research question-
based design

• The overall research goal was to trace the impact of historical and spatial
factors on the dynamics of literary processes.

• Specific research questions were formulated, focusing on the emotional po-
larization of literary images of the city and the country in Polish prose of the
turn of the 20th century.

• In order to achieve the research goal and answer the questions posed, the
target population was defined, along with criteria for text inclusion (i.e., novels
originally written in Polish and published between 1864 and 1939, with the
time of the plot later than 1815), metadata schema, and balancing criteria.

Data collection and
reuse

• Four open collections of 19th and 20th-century Polish prose are reused:

– ELTeC corpus (ELTeC, 2021),
– Wolne Lektury (Modern Poland Foundation, 2022),
– Wikisource (Wikimedia Foundation, 2022),
– Polona (National Library of Poland, 2022).

Data evaluation and
preprocessing

• The most frequent categories of OCR errors found in Polona texts are auto-
matically fixed.

• The spelling of texts from Wikisource and Polona is modernized with the
use of a diachronic normalizer.

• Punctuation and hyphenation are normalized.

• A common data format is introduced.

NLP-based enrich-
ment

• The locations in the novel were tagged using PolDeepNer2, one of the latest
and most effective NER tools for the Polish language (Marcińczuk et al.,
2018; Marcińczuk and Radom, 2021).

• NLP techniques were applied as part of a four-stage toponym disambiguation
workflow to identify and standardize geographical entities.

• A combination of supervised and unsupervised approaches will be used to
determine the subject matter of the novel.

PIDs and LOD en-
richment

• Automatic metadata enrichment was performed using the services of the
National Library of Poland, VIAF, Wikidata, and Geonames. The following
metadata were obtained: author’s PID, place of birth, gender, and place of
publication PID. Coordinates were determined for both types of places.

• A four-stage toponym disambiguation workflow assigned records from the
Geonames database to geo-entities identified as settings in the texts of the
novels.
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Stage 19/20MetaPNC Implementation

Metadata verifica-
tion and completion

• Semi-automatic metadata verification was conducted to ensure that the col-
lected texts met the corpus design criteria, particularly:

– First edition dates were verified.
– Original language was confirmed.
– Genre was verified.
– Authors’ names and gender were verified, taking into account the use of

pseudonyms.

• As a result of automatic and manual work, information on the literary period,
the assignment to the partition on the basis of the place of publication, and
the time of the novel’s action (before or after 1815) was completed.

Balancing

• The corpus was balanced historically and geographically based on the date
and place of publication.

• Additionally, balancing considered the gender of the authors and the level of
reception, determined by the number of reprints of each publication.

• The minimum and maximum share of a particular text class in the corpus
were determined.

• Further rebalancing of the corpus will be conducted based on the length of
the novels.

Semantic environ-
ment and ontology
building

• The entire metadata collection is stored in the form of a knowledge graph.

• RDF format is employed for interoperability and to provide a structured frame-
work for conducting computational literary studies.

• Neo4J graph database is used for exploration, visualization and answering
complex queries.

Publishing

• The meta corpus is published in a public GitHub repository.

• The source texts are referenced in the knowledge graph by RDF triples that
point to direct download links.

• Python scripts for simplifying 19/20MetaPNC processing are provided in the
GitHub repository.
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